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ABSTRACT 
 
In the networking field, Internet of Things ( IOT, shortly) is the current state 
of the art in the nowadays Information of Technology era. The networking may 
be defined as external network or internal network. The backbone of the IOT 
is the internet connections. The IOT connects various objects together to the 
internet so that they can communicate and exchange billions of data and 
information among various devices and services. They may be remotely 
controlled from distant area. As IOT systems will be open and available 
everywhere, a number of security issue may arise. One issue that remains open 
in the IOT technology is security and privacy issues. Because of this security 
issue, the communications among many different devices powered by IOT 
could not be said as a reliable technology.  
 
Because of this, the security of the IOT systems can be enhanced by adding 
error correction scheme both in communication channel as well as the data 
store. By introducing the error correction scheme, the risks may be reduced to 
acceptable level and the security could be enhanced. A Reed-Solomon (RS) 
code is one of many error control coding schemes that firstly introduced by 
Reed and Solomon in 1960. This code has been used in various applications, 
such as CD-ROMs, space communications, DVD technology, digital TV and 
much more.  
 
Here, Reed-Solomon code is discussed in detail. It raised the issue of RS 
decoding scheme using the Welch Berlekamp algorithm. It presents the 
implementation of the Welch Berlekamp algorithm for RS decoder in detail. 
The VHDL implementation VHDL for Hard Decision Decoding using the 
Welch Berlekamp algorithm is also presented. Without loss of generality, the 
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Hard Decision Decoding for RS(255, 239) over GF(28) is developed using 
VHDL. 
 

Keywords: Internet of Things, IOT, error control codes, Reed Solomon Codes, 
VHDL 
 

1. INTRODUCTION 
Internet of Things was firstly introduced by Kevin Ashton in 1999. Since 15 

years ago, there is not yet a global consensus on the definition of IoT. In general, 
the IOT is defined as the ability to connect various different objects together using 
internet connection as the backbone, and allows them to interact with other objects, 
or with other intelligent computing equipment via the internet network. IOT has 
been used in various applications in many aspects of human life. [1]  

Widespread use of IOT technology in modern life, making human life becomes 
much more comfortable. IOT has affected nowadays human life, from the domestic 
home appliances up to smart cars. In business point of view, IOT has been used in 
decision making to increase production as well quality of production, to oversee the 
distribution of goods, to prevent counterfeiting, to shorten the waiting time of 
unavailability goods in retail markets, in supply chain management, and so on. 

IOT has also been used in public health sector. IoT has been used in medical 
applications, for example, for monitoring glucose in a diabetic patient. A doctor can 
receive data in real time, to monitor the patient's condition and to manage the 
medicine of a patient from home by using IOT application as a backbone. Thus, 
looking after and monitoring a patient becomes much easier to do. IOT has also 
been adopted in smart home applications, which makes it possible to arrange and 
control some home appliances remotely from a distant area. [1] 

IOT consists of different devices. Some technology involved are RFID as an 
object and location identifier, WSN or Wireless Sensor Network, cloud computing and 
so on. They are connected with various data collection terminals through internet 
networks and other communication networks. Data about an object is taken in real 
time, it is then converted into the appropriate data format and then sent to the data 
center. Data is then processed using cloud computing and other intelligent computing 
technology that can process and store large amounts of data. [2] 

As many technologies involved in building up IoT, a reliable data communication 
system is needed to protect every part of the data. Broadly speaking, there are three 
things that may become an issue. The first is physical security, especially the security 
of sensors and RFID from interference, and signal interception. Second is that all of 
those elements, such as sensors, transmission systems and others, should operate 
normally. The system should guarantee that all those elements should work as they 
should be. The last one is reliable data and information exchange. The message 
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transmission between devices in IOT should be more reliable, authentication, integrity 
and confidentiality. The data and information sent and received along the internet 
network should not be damaged, stolen or falsified. [3] 

Because of this, the reliability of the IOT systems can be enhanced by adding error 
correction scheme both in communication channel as well as the data store. By 
introducing the error correction scheme, the risks may be reduced to acceptable level 
and the reliability could be enhanced. Reed-Solomon (RS) code is one of many error 
control coding schemes available. It was firstly introduced by Reed and Solomon in 
1960. This code has been used in various applications, such as CD-ROMs, space 
communications, DVD technology, digital TV and much more.  

 
2. ERROR CONTROL CODES 

 
The general idea behind error control coding is to put some restrictions on the 

characteristic of the source signals so that the transmitted signals are more immune 
to corruption. Therefore the effects of noise during transmission are reduced or even 
eliminated. The term of coding refers to error detection and error correction 
techniques. Hence, the work of error control coding involves a technique by which 
some extra information is added to the message signal in such a way that it allows 
the receiver to estimate the transmitted data from the corrupted received 
information. This extra information is used to shield the message signals.  

The work of coding was pioneered by Shannon in 1948 [4]. He showed that the 
existence of error control codes would reduce the existence of data corruption in 
the channel, if data is transmitted at a rate less than the channel capacity. Reed-
Solomon (RS) codes, developed by Irving Reed and Gus Solomon in 1960 [5], are 
a type of error control code which have proved to be of practical value in a variety 
of applications ranging from satellite communications to the recording of 
information on a storage device [6][7][8][9][10].  

  

Figure 1. The Digital Communication system. 

A typical data communication system is shown in Figure 1. The RS encoder 
takes a block of digital data and then adds extra ‘redundant’ bits. Errors may occur 
during transmission or storage for a number of reasons, for example cross talk on a 
telephone line, scratches on a CD, etc. The RS decoder processes each block and 

 



Ali Mahmudi 4 

attempts to correct errors and recover the original data. The number and type of 
errors that can be corrected depends on the characteristics of the RS code.  

RS code is specified as RS(n, k) over GF(2m) with m bits per symbol. This 
means that  

 n (= 2m-1) is the number of symbols in every codeword 
 k (= n – 2t) is the number of information symbols in every codeword 
If t is the maximum number of symbols that can be corrected 
 d (= 2t + 1) is the designed distance 
 2t (= n-k) is the number of parity check symbols 
then the RS code is shown in Figure 2.  
 

Figure 2. The systematic RS code. 

The RS encoder works by taking k data symbols of m bits each and adds n-k 
parity symbols to make an n symbol codeword. If the information symbol is left 
unaltered and the parity symbols are appended (as shown in Figure 2), this is called 
a systematic encoder. It is different from a non-systematic encoder where the 
information symbols have been altered in such a way that the information symbols 
are not obvious [11][12]. This non-systematic encoder is not covered in this chapter. 
The amount of processing required to encode and decode RS codes depends on the 
number of symbols that can be corrected. A large value of t means that a large 
number of errors can be corrected but it requires more computation and more 
hardware than a small value of t. 

 
3. RS ENCODER 

 
The RS(n, k) code of block length n, message length k and designed distance 

n-k+1, is easily explained by using its special polynomial, called generator 
polynomial, g(x). The general form of the RS(n, k) generator polynomial is shown 
in equation (1) [13][14][15].  
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where b is a non negative integer selected by the designer. Without loss of 
generality, it is assumed that b=0.  
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All valid RS(n, k) codewords can be regarded as being polynomials of degree 
(n-1) over GF(2m) which are divisible by its generator polynomial g(x). Let  

1
110 ...)( 

 k
k xixiixI 7 (2) 

be the information polynomial to be encoded. The systematic encoding can be 
considered as multiplying the information polynomial I(x) by xn-k and then follows 
by dividing the result with g(x) to obtain the remainder polynomial of degree n-k-
1. The encoded signal is then formed by subtracting r(x) from I(x)xn-k. It can be 
written as equation (3) [13][16][17]  

))(mod).(().()( xgxxIxxIxc knkn    (3) 

It should be noted that the remainder polynomial is in fact the parity check 
polynomial. This process ensures that a valid codeword c(x) is a multiple of g(x). 
The information symbol appears explicitly at the k highest order coefficients and 
the parity check symbols at the n-k lowest order coefficients. From this fact, it can 
be seen that the process of encoding is basically carrying out division over a finite 
field GF(2m).  

For example, if g(x)=1+x+x3 and I(x)= b0+b1x+ b2x2. Multiplying I(x) by x3 will 
result b0x3+b1x4+b2x5. If this result is divided by g(x), then a quotient 
(b0+b2)+b1x+b2x2 and a remainder (b0+b2)+ (b0+b1+b2)x+(b1+b2)x2. A circuit, which 
implements this computation, is shown in Figure 3 [4][12]. 

  

R
0

R
1

R
2

1 x x3

b2, b1, b0

Figure 3. The structure of RS encoder over GF(2). 

Shift 0).  R0=0  R1=0   R2=0 
Shift 1).  R0=b2  R1=b2   R2=0 
Shift 2).  R0=b1  R1=b1+b2  R2=b2 
Shift 3).  R0=b0+b2 R1=b0+b1+b2  R2=b1+ b2 
 
The circuit in Figure 3 is very simple because it operates over GF(2) only. In 

general case of a code defined over GF(2m), multiplication over GF(2m) must also 
be performed. This generalised encoding scheme is shown in Figure 4[13][15].  
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m m m

g0 g1 gn-k-1

i0, i1, ...,ik-2, ik-1

output

Figure 4. The structure of RS encoder over GF(2m). 
 

4. RS DECODER 
 
In this section, the decoding method of RS codes is considered. The decoding 

process can be generally classified into two categories, hard decision decoding 
(HDD) algorithm and soft decision decoding (SDD) algorithm. HDD algorithms 
include frequency domain decoding and time domain decoding [12][18][19]. 
Frequency domain decoding begins with the calculation of the syndromes, which 
is the finite field equivalent of a Discrete Fourier Transform (DFT) [18]. However, 
in time domain decoding there is no calculation of the syndromes.  

There are quite a few algorithms to decode the RS codes, such as the Euclidean 
algorithm [20][21][22], the Fitzpatrick algorithm [23][24], the Berlekamp Massey 
(BM) algorithm [25] and the Welch Berlekamp (WB) algorithm[26]. Here, the WB 
algorithm developed by L. Welch and E.R. Berlekamp, is considered. Many 
researchers have commented and investigated this algorithm, as can be seen in [22] 
[27][28][29][30][31][32]. This decoding method does not involve syndrome 
computation as a starting point. As in [30], this scheme may be used to develop the 
GMD decoder, one of the many approaches to apply soft decision decoding. 

 
5. RS DECODING USING THE WB ALGORITHM 

 
The WB algorithm performs RS decoding without explicit syndrome 

computation. Furthermore, the WB algorithm is known to be more amenable to 
SDD which offers around 2dB more coding gain than HDD [14]. Here, the WB 
algorithm for decoding RS code is presented [26][30]. The algorithm of decoding 
RS codes can be broken down into 4 stages as shown in Figure 5: 

Stage 1: Re-encoding. 
Stage 2: Solving the key equation using the Welch-Berlekamp Algorithm. 
Stage 3: Applying the Chien search to solve the error locator polynomial.  



Reed Solomon Codes for Reliable Communication in Internet of Things (IOT) 7 

Stage 4: Evaluating the error value to obtain the corrected message.  
 

Re-Encoding
Solve Key

Equation

Apply Chien

Search

Evaluate Error

Buffer

Error Value

N(x)

Q(x)

Error

Location

output

Received

Signal

  
Figure 5. The RS decoder using the WB algorithm. 

 
The first stage of decoding is re-encoding the received input signal v(x). It 

corresponds to the syndrome computation in conventional RS decoding[30]. 
Basically, this process is quite similar to the encoding process. Re-encoding takes 
received information signals and then internally generates 2t parity check signals. 
If r’(x) represents the internally generated parity check signals, then the re-encoding 
output will be the mod 2 addition of r’i and the parity check input, vi. This re-
encoding output is called remainder polynomial r(x). It can be expressed as equation 
(4) and (5) and the re-encoder circuitry with generator polynomial g(x) as in (1) is 
shown on Figure 6. 
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Figure 6. The re-encoder circuitry. 

 
Let  
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and then equation (7) is pre-computed constants held in memory. 
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Then, Ri is computed to get the Welch-Berlekamp input [30] as expressed in 
equation (8). 

iii GrR  32 (8) 

for i=0, 1, …, 2t-1.  
Then, the Welch Berlekamp algorithm is used to solve the key equation. Let 

the input to WB algorithm be 2t pairs of (Rk, αk) where Rk corresponds to the parity 
check input and αk (=αk, for the case of error only decoding) corresponds to the 
check location. As in [26][27][30], the WB algorithm is presented in this section.  

For two polynomials Q(x) and N(x) define L[Q(x), N(x)] as the length of the 
pair, which is the higher value between the degree of Q(x) and degree of N(x) + 1 
[27]. A similar approach is applicable to both W(x) and V(x) polynomials and its 
corresponding L[W(x), V(x)]. 

At the iteration number p (where 0<p<2t), there are two pairs of polynomials 
[Qp(x), Np(x)] and [Wp(x), Vp(x)] which already fits the already processed checks in 
equations (9) and (10).  

)()( 111   p
p

pp
p NRQ  33 (9) 

)()( 111   p
p

pp
p VRW  34 (10) 

Furthermore, L[Q(x), N(x)] is less than L[W(x), V(x)]. The algorithm needs to 
be extended from p to p+1.  

At first, the pair of polynomials [Qp(x), Np(x)] needs to be checked if it can 
accommodate the new input pair. The way to do it is by computing D1 as shown in 
equation (11)  
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)()(1 111   p
p

pp
p NRQD  35 (11) 

If D1 = 0, it means that [Qp(x), Np(x)] can accommodate the new input pair 
(Rp+1, αp+1) and then branch A of Figure 7 is taken. However, if D1 is not zero, then 
D2 needs to be computed as shown in equation (12).  

)()(2 111   p
p

pp
p VRWD  36 (12) 

Then, the two pairs [Qp(x), Np(x)] and [Wp(x), Vp(x)] need to be updated. The 
first updated pair is the (W, V)p+1 polynomials as shown in equation (13)  

1/),(2),(),( 1 DNQDVWVW ppp  37 (13) 

and the second pair is the (Q, N)p+1 polymoails as shown in equation (14) 
)(),(),( 1

1


  p
pp xNQNQ  38 (14) 

Finally, the orders of the two updated pairs need to be compared. The shorter 
value between equations (13) and (14) is set to be [Qp+1(x), Np+1(x)], and the longer 
one is set to be [Wp+1(x), Vp+1(x)]. In other words, if the shorter polynomial pair is 
given by equation (14), then branch B of Figure 7 is taken. However, if the shorter 
polynomial pair is given by equation (13), then branch C is taken. 

The WB algorithm process is carried out until all the 2t check pairs have been 
processed. Once all the 2t check pairs have been processed, the final value of both 
Q(x) and N(x) polynomials are taken for further process. The Q(x) polynomial 
represents the error locator polynomial, and its roots need to be found. The Chien 
search method [33] is used to solve the Q(x) polynomial. Let Q(x) be a polynomial 
of degree p (where p≤t) as shown in equation (15).  

0
1

1 ...)( qxqxqxQ p
p

p
p  

 39 (15) 
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k
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)  k=0, 1, ..., 2t-1

Initialisation

Q0(x)=1; N0(x)=0;W0(x)=x;

V0(x)=1; k=0

D1=Qk(
k
)R

k
-Nk(

k
)

D1=0 ?

D2=Wk(
k
)R

k
-Vk(

k
)

(Wk+1, Vk+1)=

(Wk, Vk)(x-
k
)

(Qk+1, Nk+1)=(Qk, Nk)

Yes

No

Branch A

(Wk+1,Vk+1)=(Wk,Vk)+(D2/D1)(Qk, Nk)

(Qk+1, Nk+1)=(Qk, Nk)(x-
k
)

k=k+1

k=2t ? To ELCYes
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L(Qk, Nk)+1

<=L(Wk, Vk)

?

Branch BBranch C

(Qk+1,Nk+1)=(Wk,Vk)+(D2/D1)(Qk, Nk)

(Wk+1,Vk+1)=(Qk, Nk)(x-
k
)

YesNo

No

Figure 7. The WB algorithm Flow Chart Diagram. 
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If Ql(x)=qlxl for 0<l≤p, then equation (16) applies 

01 ...)()()( qxQxQxQ pp   40 (16) 

and the equation (16) can be shown as equation (17). 

0
11

1
1 ...)()()( qQQQ px

p
px

p
x  



  41 (17) 

The implementation of equation (17) above requires p multipliers. As the Q2t(x) 
polynomial will be of order up to t, it requires t multipliers.  

 In order to find the error value, more pre-computed constants are required [30]. 
Let 

1120102210 )])...()(...[(   ttC  42 (18) 

and the C value is pre-computed. Then, the C value is multiplied by the generator 
polynomial g(x) as shown in equation (19). 

)()( xCgxf  43 (19) 

The f(x) polynomial is a pre-computed constants held in memory. This f(x) 
value is solved using a method shown in (17). It requires 2t multipliers.  

Once the WB algorithm has been completed, it is followed by the error 
correction and error evaluation. There are two possible error positions. The first 
case is error occurred at a data location and its value is obtained using equation (20) 
below. Where Q’(x) polynomial is the derivative of Q(x) polynomial.  
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 44 

(20) 

The second case is error occurred at a check location. The error value at the 
check location can be found using equation (21) below. 

)(')(
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i Qf
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 + vi , where vi is the received data.4 

(21) 

Alternatively, it could be corrected by re-encoding the error-free information 
signal or not to be corrected at all. 
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6. RS MODIFIED WB ALGORITHM 
 
Consider the RS(n, k) decoder with minimum distance d, error correcting 

capabilities t operating over GF(2m). Let the input to the WB algorithm be 2t check 
pairs (Rk, αk) where Rk and αk represent the check value and check location 
respectively. The modified version of the WB algorithm is shown in Figure 8, which 
is a modified version of the one given in [30][34]. This modification will be 
discussed in detail.  

The most obvious difference is the use of J control signal instead of L[Q(x), 
N(x)] and L[W(x), V(x)]. Let L[Q(x), N(x)] is defined to be the higher value between 
the order of Q(x) polynomial and the order of N(x) + 1 polynomial. Similarly applies 
to L[W(x), V(x)], which is defined as the higher value between the order W(x) and 
order V(x) + 1. The reason for this is explained as follows.  

Let 
)](),([)](),([ xNxQLxVxWLJ kkkkk  59,1 (22) 

The cycle enters branch A if D1=0 (see Figure 7). At this branch, both W(x) and 
V(x) polynomials are multiplied by (x-αk), on the other hand the Q(x) and N(x) 
polynomials remain unchanged. So, the degrees of both updated W(x) and V(x) 
polynomials are incremented by one, however the orders of the updated Q(x) and 
N(x) polynomials remain unchanged. It is then expressed in mathematical terms as 
(23) and (24).  

1)](),([)](),([ 11  xVxWLxVxWL kkkk  (23) 

)](),([)](),([ 11 xNxQLxNxQL kkkk   (24) 

So applying equation (22) to both equations (23) and (24) yields equation (25). 
11  kk JJ  (25) 
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Figure 8. The modified WB algorithm flow chart diagram. 

 
Branch B is taken if D1≠0 and L[Qk(x), Nk(x)] + 1 ≤ L[Wk(x), Vk(x)] (see Figure 

7). In this branch, both the Q(x) and N(x) polynomials are multiplied by (x-αk), 
therefore the updated degree of Q(x) (and N(x), if applicable) would be incremented 
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by one. On the other hand, the W(x) and V(x) polynomials are added with 
(D2/D1).Q(x) and (D2/D1).N(x), consecutively. The order of both (W(x), V(x)) 
polynomials does not change at all because of the condition L[Qk(x), Nk(x)] + 1 ≤ 
L[Wk(x), Vk(x)]. In mathematical terms, it can be expressed as equations (26) and 
(27)  

)](),([)](),([ 11 xVxWLxVxWL kkkk   (26) 

1)](),([)](),([ 11  xNxQLxNxQL kkkk  (27) 

Then, applying equation (22) to both equations (26) and (27) yields (28)  
11  kk JJ  (28) 

If D1≠0 and L[Qk(x), Nk(x)] + 1 > L[Wk(x), Vk(x)], the process enters branch C (see 
Figure 7). The condition as in (29) can be rewritten as equation (30) 

)](),([1)](),([ xVxWLxNxQL kkkk   (29) 

1)](),([)](),([  xNxQLxVxWL kkkk  (30) 

As L[Qk(x), Nk(x)] is never more than L[Wk(x), Vk(x)] at any value of k, then 
equation (30) could be written as (31) or (32) 

0)](),([)](),([  xNxQLxVxWL kkkk  (31) 

0kJ  (32) 

Then, the control signal to enter either branch B or branch C is modified to 
checking whether Jk=0 or not. The process at branch C generates equation (33), 
which can be written as equation (34), and equation (35).  

)](),([)](),([ 11 xVxWLxNxQL kkkk   (33) 

)](),([)](),([ 11 xNxQLxNxQL kkkk  , (34) 

1)](),([)](),([ 11  xNxQLxVxWL kkkk . (35) 

Considering equation (22) to both equations (34) and (35), then it generates 
equation (36).  
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11  kk JJ . (36) 

It can be written as (37) 
11 kJ  (37) 

The other improvement is the calculation of intermediary stage (Wtmp, Vtmp) and 
(Qtmp, Ntmp) if D1≠0 as in Figure 8. This calculation may save hardware 
requirements to implement the WB algorithm and also to make the implementation 
easier.  

 
7. THE IMPLEMENTATION OF THE WB ALGORITHM 
 
Assume that the WB algorithm operates over GF(28). The input check pair is 

(Rk, αk) where Rk corresponds to the parity check value and αk corresponds to the 
check location. In the case of HDD, αk =αk. Here, four clock cycles are required to 
process every check pair. The first clock cycle is to compute the D1 value, the 
second cycle is to compute both D2 and D2/D1 values, the third one is to compute 
the (Qtmp(x), Ntmp(x)) polynomials and finally, the fourth cycle is to calculate the 
(Wtmp(x), Vtmp(x)) polynomials and to decide which pair become the Qk+1(x) and 
Nk+1(x) polynomials and which pair become Wk+1(x) and Vk+1(x) polynomials.  

 
7.1. D1 CALCULATION 

 
As the error correcting capability of the decoder is 8, the maximum degree of 

Q(x) and N(x) polynomials are 8 and 7 respectively. Assume that αk2, αk3, …, αk8 
are already available (see section 6.5 later). To obtain the Qk(αk) value, 8 Berlekamp 
multipliers are required as (38). 

k
k
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k
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k QQQQQ 0
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8 ).().().()(   60,2 (38) 

Similarly, the implementation of Nk(αk) calculation would require 7 multipliers 
as shown in (39). 

k
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k
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k NNNNN 0
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5
6

6
7

7 ).().().()(   60,2 (39) 

Once both Qk(αk) and Nk(αk) values are available, D1 can be easily calculated 
by implementing equation (40) 

)()(1 k
k

kk
k NRQD   35 (40) 

and 1/ D1 can be easily obtained. 
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7.2. D2 CALCULATION 

 
As with the D1 calculation, the error correcting capabilities of the decoder is 8. 

Hence, the maximum degree of both W(x) and V(x) polynomials are 8 and 7, 
respectively. It is assumed that αk2, αk3, …, αk8 are already available (see section 
6.5 later). The multipliers used in D1 calculation in section 6.1 are re-used in this 
stage to implement equation (41).  

k
k

k
k

k
k

k
k

k WWWWW 0
6

6
7

7
8

8 ).().().()(    (41) 

Therefore 8 Berlekamp multipliers are required to compute the Wk(αk) value. 
Similarly, the implementation of Vk(αk) calculations would require 7 multipliers as 
in (42).  

k
k

k
k

k
k

k
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k VVVVV 0
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6

6
7

7 ).().().()(   60,2 (42) 

Once both Wk(αk) and Vk(αk) values are available, D2 can be found by using 
(43) and then D2 / D1 can be calculated. 

)()(2 k
k

kk
k VRWD   35 (43) 

 
7.3. CALCULATION OF (WK+1(X), VK+1(X)) OR (QTMP(X), 

NTMP(X))  
 
If D1=0, then equations (44) and (45) are computed.  
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k
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(45) 

The numbers of multipliers required to calculate (Wk+1(x), Vk+1(x)) polynomials 
are 9 and 8; respectively. Here, the 8 multipliers to calculate Wk(k) in section 6.2 
are re-used to implement the Wk+1(x) circuitry with one extra multiplier is added. 
Similarly, the multipliers to calculate Vk(k) in section 6.2 are also re-used to 
implement the Vk+1(x) circuitry with one extra multiplier is added. There is no 
required update on (Qk(x), Nk(x)) polynomials, hence (Qk+1(x), Nk+1(x)) polynomials 
are already available. Jk+1 value needs to be updated, hence Jk+1 = Jk + 1. 
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On the other hand, when D10, then the following equations will be computed 
and the hardware used will be the one on the case of D1=0. 
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(47) 

 
7.4.  (WTMP(X), VTMP(X)) CALCULATION 
 
At this stage, the Wtmp(x) and Vtmp(x) polynomials have to be found. The way 

to get the Wtmp(x) polynomial is by multiplying D2/D1 value with Qk(x) polynomial, 
and then adding the Wk(x) polynomial, as shown in equation (48).   
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(48) 

The number of multipliers required is 9 and it will re-use the multipliers to 
implement Wk+1(x) or Qtmp(x) in section 6.3. Similar fashion is applicable to find 
Vtmp(x) polynomial using equation (49).  
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(49) 

The number of multipliers required is 8 which have already been used to 
implement Vk+1(x) or Ntmp(x) on section c. By considering the Jk value, the Wk+1(x), 
Qk+1(x), Vk+1(x) and Nk+1(x) polynomials are then updated.  

If Jk=0 then equation (50) applies, otherwise equation (51). 
         xNxQxVxW tmptmpkk ,, 11 

 
         xVxWxNxQ tmptmpkk ,, 11 

 

(50) 

and   
         xNxQxNxQ tmptmpkk ,, 11 

 
         xVxWxVxW tmptmpkk ,, 11 

 

(51) 

 
7.5. FINITE FIELD EXPONENTIATION 
 



Ali Mahmudi 18 

In section 6.1 and 6.2, it has been assumed that k2, k3, …, k8 are available. 
In this section, it will be explained how to obtain k2, k3, …, k8 by performing 
multiplication less than 7 times.  

Consider GF(28) with p(x)= x8+x4+x3+x2+1 and take  to be a root of p(x). Let  
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The combination of this method and multiplication is carried out to perform xk’ 
(where k’ 2, 4, 8).   

 
8. VHDL DECODER USING THE WB ALGORITHM 

PIN OUT CONNECTION 
 
The HDD pins both input and output connections are as follows.   
1) parity_number    : integer input 8. 
2) Input clk   : clock active on rising edge. 
3) Input reset_n   : active low asynchronous reset. 
4) Input reset_sync_n  : active low synchronous reset. 
5) Input di    : 8-bits input data to be decoded. 
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6) Input di_rdy   : active high flag to indicate that di is valid. 
7) Input di_sync_in  : active high flag to synchronise the codeword.  
8) Input do_acpt   : active high flag to indicate that do is already 

taken. 
9) Output do   : the 8 bits decoder output.  
10) Output do_rdy   : active high flag to indicate that do is valid. 
11) Output di_acpt   : active high flag to indicate that di is already 

taken. 
12) Output do_sync_out  : active high flag to synchronize the output.  
13) Output do_error  : active high flag when a correction taken place.  
14) Output do_parity_n   : active low flag at a parity check 

location. 
 
TIMING  
 
The decoder timing diagram is shown in Error! Reference source not 

found.Error! Reference source not found.. The first stage of the decoding is re-
encoding which occupies 1 codeword period. Solving the key equation is carried 
out at the next stage using the WB algorithm. The allocated time is also 1 codeword 
period, even though the WB algorithm process only requires 8t clock cycles. There 
are 2t check pairs need to be solved and every pair requires 4 clock cycles to 
proceed. After completing the algorithm process, the Chien search is carried out to 
solve the error locator polynomial and then the error value is computed to recover 
the corrupted message. 

Figure 9. The timing diagram of RS Decoder using the WB algorithm. 
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SIMULATION RESULTS 
 
Consider RS(255, 239). Let c(x) be the transmitted message and v(x) be the 

received message.  
c(x) = {0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, …, 0} 
v(x) = {1, 2, 4, 8, 16, 32, 64, 128, 0, 0, 0, 0, …, 0} 
The simulation result was shown in Error! Reference source not found. 

where all zeros became the decoder output. v(x) is represented as din_ff, the error 
value is evalue, the corrected value is corrected, and the decoder output is wb_do.  

Another example, consider again RS(255, 239). Let I(x) be the information 
message before encoding at the value of {0x0F, 0x0F, 0x0F, …, 0x0F}. Then the 
encoded transmitted message will be c(x) = {0x0F, 0x0F, 0x0F, 0x0F, 0x0F, 0x0F, 
0x0F, 0x0F, 0x0F, …, 0x0F, 0xA9, 0xCC, 0x91, 0x43, 0x2C, 0x7C, 0x63, 0x7B, 
0x22, 0x55, 0x01, 0x87, 0xF1, 0x2B, 0xB1, 0x6A}.  

Let e(x) be the error value and v(x) be the received message, then 
e(x) = {0x03, 0x03, 0x03, 0x03, 0x03, 0x03, 0x03, 0x03, 0, …, 0, 0, 0, 0, 0, 0, 

0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0}.  
v(x) = c(x) + e(x) = {0x0C, 0x0C, 0x0C, 0x0C, 0x0C, 0x0C, 0x0C, 0x0C, 0x0F, 

…, 0x0F, 0xA9, 0xCC, 0x91, 0x43, 0x2C, 0x7C, 0x63, 0x7B, 0x22, 0x55, 0x01, 
0x87, 0xF1, 0x2B, 0xB1, 0x6A}. 

The decoder output do is shown on Error! Reference source not found. and 
this value is valid when do_rdy is set to logic ‘1’. Error! Reference source not 
found. shows that the decoder output do is equal to the encoded transmitted 
message c(x). 
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Figure 10. The simulation result for HDD RS(255, 239). 

 
Figure 11. The simulation result for HDD RS(255, 239). 
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 SYNTHESIS RESULTS 

The VHDL source code was then synthesized using Quartus II software. The 
Altera Stratix EP1S25-B672C6 was selected to be the target device with a capacity 
of 25660 logic element (LE). The design utilized 8651 out of 25660 (33% coverage) 
logic element at maximum clock frequerncy 86.23 MHz. A synthesize result of 
HDD RS(255, 239) is shown in Figure 12, where the black solid part is the utilised 
area.  

 
Figure 12. The synthesize result for HDD RS(255, 239). 

 
9. CONCLUSION 

 
We have presented Reed-Solomon (RS) code, one of many error control coding 

schemes, to enhance the security of data and information exchanges along the 
internet connections in Internet of Things. Reed-Solomon code has been discussed 
in detail. RS decoding scheme using the Welch Berlekamp algorithm has also been 
highlighted. The VHDL implementation of Reed Solomon decoder is also 
presented. Without loss of generality, the Hard Decision Decoding for RS(255, 239) 
over GF(28) is developed using VHDL. 
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