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Abstract—This paper presents an application of the
Raspberry Pi for detecting laser spot using the OpenCV library.
To capture the image, a Web-Camera connected to the USB port
of the Raspberry Pi is employed. Since the Raspberry Pi is small
in size, the module could be mounted on the gun for laser
shooting. Compared to the existing laser shooting, our method
has benefit in the flexibility of laser shooting mechanism, where
the shooter could move the gun freely without the restriction of
the camera’s cable connection. The image processing tasks and
interfacing to the camera could n accomplished by the
Raspberry Pi mounted on the gun. Experimental results show
that the proposed system could detect the laser spots under the
varying backgrounds, lighting conditions, and shooting distances
effectively. The processing speed of 18 fps could be achieved for
real time implementation.

Keywords—Raspberry Pi; laser shooting; OpenCV; image

pro(‘e.\'.\'fng.
I. INTRODUCTION

The Raspberry Pi is a credit card size single board
computer. Due to the small size and low cost, there are many
applications employed it as the embedded components. The
Raspberry Pi was incorporated with GPS and GSM modules
for enhancing the navigation system which is integrated with
the traffic lights [1]. In the telemedical application [2], the
Raspberry Pi was employed as the main processor to monitor
the cardiac function. The performance of monitoring system
was increased by introducing the digital signal processing
implemented on the low-cost Raspberry Pi module.

The Raspberry Pi was used to perform the image
processing tasks in ASV (Autonomous Surface Vehicle) [3].
Two webcams are connected to the USB ports to accomplish
the stereo vision system. The GPIO port of the Raspberry Pi is
connected to the ultrasonic sensor for calculating the distance
to the obstacle.

In the wireless sensor network systems, the Raspberry Pi
module was used as the nodes [4],[5]. In [4], the Raspberry Pi
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was used as the web server for allowing the monitoring
process via the Internet. In [5], the Raspberry Pi was used as
the coordinator node for monitoring the pH and the
temperature in the wine making process.

The works presented above take the advantages of
Raspberry Pi such as: low cost with higher performances of
processing, memory and connectivity [4]. In this work, we
propose to employ the Raspberry Pi for detecting the laser
spot.

The systems to detect laser spot have been proposed for
several applications. In [6], they proposed a system to detect
the laser spot for intepreting its behaviour. The program
translates the behaviour of detected laser spot into specific
commands. The laser spot detection was employed for
replacing the mouse events applied in the projected screen [7].

The laser spot detection was also employed irfilhe laser
shooting applications [8]-[12]. Basically, there are types
of the laser shooting detection systems, i.e. when the camera is
mstalled in a fixed posistion in front of the target screen [8],
[9], and when the camera is mounted on the gun [10] —[12].

In the laser shooting applications, the camera systems pla
an important role. Thus the laser shooting simulator systmé
employ a computer to interface with the camera and to
perform the image processing tasks. The common approach
uses the USB camera to capture the image. Then the image
processing tasks, such as laser color detection, laser spot
locaffBation, and the homography transform are carried out by
the computer. This system is suitable for the fixed camera
system [8], [9]. However in the camera on gun system, the
USB camera’s cable restricts the movement of gun [10], [11].
To overcome the limitation, our previous work [12] proposed
an embedded camera (CMUCamd) to avoid the cable
connection between camera and computer.

The CMUcam4 is an embedded camera consists of the
OmniVision 9665 CMOS camera and the Parallax PRX32A
processor [12]. It could track the colored objects of 160 x 120
image at 30fps. Unfortunately, it could not perform the
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complex image processing tasks. this paper, we extend our
previous work by employing the Raspberry Pi module as the
image processor. Since the Raspberry Pi is a small size
computer equipped with the USB ports, we could mount the
USB camera and the Raspberry Pi on the gun. It offers an
efficient camera on the gun system. Further the Raspberry Pi
is able to handle the image processing tasks, especially using
the OpenCYV library.

The rest of paper is organized as follows. Section 2
describes the hardware configuration. Section 3 describes the
laser spot detection. The software implementation is described
in section 4. Section 5 presents the experimental results.
Conclusions are covered in section 6.

II. HARDWARE CONFIGURATION

Fig. 1 depicts the hardware configuration of our proposed
laser shooting detection system. It consists of three main
components: a) the Web camera; b) the Raspberry Pi; ¢) the
laser pointer. Those three components are mounted on the gun.
The laser shooting detection system works as follows. At first,
the shooter aims the gun to the shooting target. The shooter
fires the gun by pressing the trigger which emits the laser
beam from the laser pointer. The camera will capture the
target image and locating the position of laser spot by the
image processing techniques.

| USB Wifi module

USB port #2
| Web camera ]7
USB port #1
Raspberry Pi module
| Laser pointer ‘
Micro USB Power
Battery
(Power bank)
Fig. . Hardware configuration.

The Web camera used in the system is a Logitech HD Pro
Webcam C920. The maximum image resolution is 1920 x
1080 pixels. This camera is equipped with the Carl Zeiss lens
for providing the brighter image. The Red LaserScope laser
pointer is adopted for shooting the target. The [Eler
wavelength is 532nm, and the power is 5 mW. This laser
pointer is usually used for aiming purpose in the air gun
shooting sport.

The Rasln:rly Pi model B is employed as the main
processor. It has 512 MB RAM and an ARMI1176JZF-S 700

MHz processor. It 1s equipped with two USB ports, where the
first port is connected to the Web camera, and the second one

is connected to the USB Wifi module. The Wifi module is
used to communicate with the computer for remote monitoring
and control. Since the module is mounted on the gun, it should
be powered from the battery. Fortunately, the Raspberry Pi
could be powered by the popular power banks which are
usually used for smartphones.

1. ALGORITHM

The laser spot detection algorithm is illustrated in Fig. 2.
The algorithm starts by capturing the color images. Then the
simple color thfZholding similar to our previous work [12] is
employed. The color thresholding is expressed as [12]

I (Ryin < R(x, ) < Ry ) AND (G, < G (%, ) < Gy
AND (B, < B(x,y) < B,..) THEN pixel(x, y)is RED

(1

where R(x,)). G(x,»). B(x)) are the red, green, blue
components of pixel(x,y) respectively; R Guins Buin + R »
Gruax» Bpae are the thresholds.

After color thresholding, the blob image (black and white
image) are obtained. In our previous work [12], due to the
limitation of the embedded camera (CMUcam4), the detected
blobs are processed directly. In some cases, it may cause the
false detection. To overcome this limitation, we introduce the
blob checking as illustrated in the following. At first, it finds
the contour of detected blobs. After contours are found, the
contour areas arc calculated. The blob is considered as the
laser spot if the contour area satisfies the certain threshold.

Capture RGB
image

'

Red color
thresholding

Detected blobs
v

Find contour

!

Caleulate contour
area

Detected laser spot

Fig. 2. Detection algorithm.

IV. SOFTWARE IMPLEMENTATION

The Raspberry Pi runs under the Raspbian, a free operating
system based on Debian optimized for the Raspberry Pi. The
algorithm described above is implemented on the Raspberry Pi
using the OpenCV [13]. Thank to the OpenCV, a free and
useful computer vision library. Using the OpenCV, the image




processing tasks could be implemented easily as described in
the following.

The first step is to capture the color image from the
Webcam. Fortunately, the device driver of Logitech Webcam
(920 is easily found for Raspbian operating system. After the
driver is installed properly, the next step is to write the C code
using OpenCV library. To capture the image from camera,
cvCreateCameraCapture is used. It i1s needed to set the
property of image, such as the image width and height using

cvSetCaprtureProperty (capiure,
CV_CAP_PROP_FRAME_WIDTH,320);
and
cvSetCaptureProperty(capture,
CV_CAP_PROP_FRAME HEIGHT,240);

The image processing algorithm is performed frame by
frame. Therefore it needs to grap the image using the function
cvQueryFrame. Then the red color thresholding is easily
implemented using the function cvinRange(image,
Scalar(Bmin, Gmin, Rmin), Scalar(Bmax, Gmax, Rmax),
thr_image), where image is the color image; Scalar(Bmin,
Gmin, Rmin) are the lower bounds of blue, green and red
components; Scalar(Bmax, Gmax, Rmax) are the upper bounds
of blue, green and red components; and thr_image is the
resulted blob image.

The function findContours(thr_image,contours, hierarchy,
CV RETR CCOMP, CV _CHAIN APPROX SIMPLE) is used
to find the contour of detected blobs. Finally the function
contourArea is used to calculate the area of contour. The blob
1s considered as the laser spot when the contour area is greater
than a threshold.

V. EXPERIMENTAL RESULTS

We conducted several experiments to verify the reliability
of proposed system. In the experiments, the Raspberry Pi
module is operated remotely from the personal computer
running Windows 7 using the Putty and Xming software via
the wifi connection. Using this remote connection, the
performance of proposed laser spot detection system could be
monitored easily on the PC.

In the experiments, the thresholds of Eq. (1) are set as
follows: R,;,=200, G,,=0. B,.,=0 . R,.=255 . G,.=180 .
B,.=180. The resolution size of the camera is 320 x 240
pixels. This lower resolution is selected to speed up the
computation process. Using this resolution, the algorithm is
able to track the image in 3 fps, including the tasks to save and
display the images, which are used for debugging process. In
real applications, it is not necessary to save and display the
images. Without saving and displaying images, the speed
could be increased to 18 fps.

The proposed method is tested under three different
schemes, 1.e. a) varying backgrounds; b) varying lighting
conditions; ¢) varying shooting distances. The results are
discussed in the following.

Fig. 3 to Fig. 6 illustrate the results of detected laser spots
under varying backgrounds. In the figures, the detected spots

are indicated by the blue rectangles drawn on the original
images (first rows). The blob images are shown on the second
rows. In Fig. 3, the laser spot is emitted on the white
background. From the figure, it is clear that the laser spot
could be detected properly. In Fig. 4, the image background
contains the colourful objects. The figure shows that the laser
spot could be detected properly. In Fig. 5, the background is
the computer monitor. The blobs image shows that many
small objects are detected. However since the contour areas
are considered in the detection, only the biggest one is
detected as the laser spot as indicated in the figure.

Fig. 3. Detected laser spot on white background.

Fig. 4. Detected laser spot on colourful background.




Fig. 5. Detected laser spot on the computer monitor.

Fig. 6. False detection.

Fig. 6 illustrates the false detection. As shown in the
figure, there are many blobs detected. Three of them are in
larger sizes, which are drawn by the blue rectangles. Thus they
are considered as the laser spots. These false detections are
caused by the small red icons appearing on the computer
monitor. This n!blem could be solved by utilizing the
position of the camera and the laser pointer. Since they are
installed on a fixed position, the detected laser blob could be
determined appropriately.

TABLE L. DETECTION RESULTS UNDER THE DIFFERENT
LIGHTING CONDITIONS AND SHOOTING DISTANCES.

No. Lighting Shooting | Detection Detected
condition distance result coordinate
(x,y)
1 0.5m Success (170,158)
2 I m Success (170,150)
3. | Twolamps ON 2m | Success (170,146)
4. 3Im Fail NA
5 0.5m Success (170,159)
6. One lamp near Im Success (170,151)
7. the target ON 2m Success (169,142)
8. Jm Success (169.,140)
9. 0.5m Success (170,159)
10. | One lamp near 1 m Success (170.149)
11. | the shooter ON 2m Success (169,144)
12. 3Im Success (169,141)

The experimental results under the varying lighting
conditions and shooting distances are given in Table [. In the
experiments, three lighting conditions are tested, iLe. : two
lamps are switched-on, only one lamp near the target is
switched-on, and only one lamp near the shooter is switched-
on. While the shooting distances vary from 0.5 m, 1 m, 2 m,
and 3 m.

From the table, it is obtained that the proposed system is
able to detect the laser spot in eleven conditions, while one
condition is failed. When the shooting distance is far (3 m)
and the lightn; condistion is bright (two lamps ON), the
system fails to detect the laser spot. It is caused by the
limitation of the fixed threshold adopted in the color
thresholding method.

Since the position of camera and laser pointer is fixed, the
detected coordinate of the laser spot should be fixed. The
results given in Table I verifies this condition, where the x-
coordinaets of detected laser spots are almost the same.
However the y-coordinates vary in a small numbers ofcls,
From observations, it is caused by the vertical aligment of the
laser pointer, where the beam of laser pointer installed on the
gun 15 not a straight line in the vertical direction.

VI. CONCLUSIONS

In this work, the Raspberry Pi module is employed to
perform the imfEle processing task for detecting the laser spot.
The proposed system takes the benefits of the Raspberry Pi,
which is small in size while providing the ability to run the
popular computer vision libray called OpenCV. This approach
work well in detecting the laser spot, and could be considered
as the compromised choice between the small embedded
camera system (microcontroller based) and the computer-
based image processor.

In future, the system will be expanded to exploit the other
features of the OpenCV implemented on the Raspberry Pi.
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