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Preface

This LNEE volume contains the papers presented at the iCatse International
Conference on IT Convergence and Security (ICITCS 2017) which was held in
Seoul, South Korea, during September 25 to 28, 2017.

The conferences received over 200 paper submissions from various countries.
After a rigorous peer-reviewed process, 69 full-length articles were accepted for
presentation at the conference. This corresponds to an acceptance rate that was very
low and is intended for maintaining the high standards of the conference
proceedings.

ICITCS2017 will provide an excellent international conference for sharing
knowledge and results in IT Convergence and Security. The aim of the conference
is to provide a platform to the researchers and practitioners from both academia and
industry to meet the share cutting-edge development in the field.

The primary goal of the conference is to exchange, share and distribute the latest
research and theories from our international community. The conference will be
held every year to make it an ideal platform for people to share views and expe-
riences in IT Convergence and Security-related fields.

On behalf of the Organizing Committee, we would like to thank Springer for
publishing the proceedings of ICITCS2017. We also would like to express our
gratitude to the ‘Program Committee and Reviewers’ for providing extra help in the
review process. The quality of a refereed volume depends mainly on the expertise
and dedication of the reviewers. We are indebted to the Program Committee
members for their guidance and coordination in organizing the review process and
to the authors for contributing their research results to the conference.

Our sincere thanks go to the Institute of Creative Advanced Technology,
Engineering and Science for designing the conference Web page and also spending
countless days in preparing the final program in time for printing. We would also
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like to thank our organization committee for their hard work in sorting our
manuscripts from our authors.

We look forward to seeing all of you next year’s conference.

Kuinam J. Kim
Nakhoon Baek
Hyuncheol Kim

Editors of ICITCS2017
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Speed Limit Traffic Sign Classification Using
Multiple Features Matching

Aryuanto Soetedjo(&) and I. Komang Somawirata

Department of Electrical Engineering,
National Institute of Technology (ITN) Malang, Malang, Indonesia

aryuanto@gmail.com

Abstract. This paper presents the method to classify the speed limit traffic sign
using multiple features, namely histogram of oriented gradient (HOG) and
maximally stable extremal regions (MSER) features. The classification process
is divided into the outer circular ring matching and the inner part matching.
The HOG feature is employed to match the outer circular ring of the sign, while
MSER feature is employed to extract the digit number in the inner part of the
sign. Both features are extracted from the grayscale image. The algorithm
detects the rotation angle of the sign by analyzing the blobs which is extracted
using MSER. In the matching process, tested images are matched with the
standard reference images by calculating the Euclidean distance. The experi-
mental results show that the proposed method for matching the outer circular
ring works properly to recognize the circular sign. Further, the digit number
matching achieves the high classification rate of 93.67% for classifying the
normal and rotated speed limit signs. The total execution time for classifying six
types of speed limit sign is 10.75 ms.

Keywords: Speed limit traffic sign � HOG � MSER � Template matching

1 Introduction

Traffic sign recognition based-on a machine vision is one of the extensive researches in
the intelligent transportation system. The system detects and classifies the traffic sign
for assisting the driver or employed as an integral part in the autonomous vehicle. The
speed limit traffic sign is one of the traffic signs that should be obeyed by the driver to
avoid an accident. An automatic system to recognize the speed limit traffic sign is an
interesting topic such as addressed by [1–6].

Traffic sign recognition is usually divided into detection stage, where the location
of sign is detected from an image, and the classification stage where the detected sign is
classified to the reference. In the classification stage, template matching techniques
[7–9] and machine learning techniques [1, 3–6, 10, 11] are commonly employed.

In [7], the traffic sign templates consist of the pictograms (black and white images)
of traffic signs in the normal position and the rotated one. Instead of the black and white
images, the color images were used as the templates [8]. In [7, 8], the correlation
technique was employed in the matching process. In [9], the ring partitioned matching
was employed to classify the red circular traffic sign. The matching was performed on
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each ring with the different weights. To cope with the rotated images, the method
employed the image histogram (fuzzy histogram) in the matching process.

The methods commonly used in the machine learning techniques are k-Nearest
Neighbors algorithm (kNN), Support Vector Machine (SVM), and Artificial Neural
Networks (ANN). In [1], the kNN was employed to classify the rectangle speed limit
sign according to the size. Further the optical character recognition (OCR) technique
was employed to read the speed number of the sign. The SVM classifier was employed
in [3, 10] for classifying the traffic sign. In [3], the property curves of segmented digit
number of speed limit sign was used to train the SVM classifier. The histogram of
oriented gradient (HOG) was employed as the descriptor of the traffic sign image in the
classification process which is performed using the SVM [10, 11]. They concluded that
the HOG is an effective descriptor for classifying the traffic sign. In [5], the ANN was
employed to recognize the number in the speed limit sign. The method first extracted
the digit number of detected speed limit sign to generate the number in the binary
image. Then the binary image was used by the ANN in the recognition process. Instead
of using the binary image, the grayscale image was used as the input of the ANN [6].

The benefit of template matching technique compared to the machine learning
technique is that no training process is required. However, to cope with all possible
conditions of traffic signs, more traffic sign references are required as proposed by [7].
Our previous work in [9] overcome the rotation problems by employing the histogram
of image which is calculated in each ring area. Since the method is used to classify the
circular red sign where there are two colors in the image (red color on the outer part and
blue or black color in the inner part), two color thresholding techniques are employed
in the preprocessing stage.

In this paper we propose a novel technique to classify the speed limit sign using the
multiple features, namely HOG and maximally stable extremal regions (MSER) fea-
tures extracted from a grayscale image. The method first extracts the HOG feature in
the outer border of image to match the circular ring. Then the MSERs are extracted in
the inner part of image to obtain the binary image of the digit number of speed limit
sign. The template matching is employed to match the number into the predefined one.
To cope with the varying rotation problem, an affine transformation is applied in the
binary image before the matching process. The main contributions of our work are:
(a) it employs the grayscale image, thus there is no complex color conversion; (b) it
employs the simple matching technique; (c) the method is rotation invariant.

The rest of paper is organized as follows. Section 2 presents our proposed system.
Section 3 presents the experimental results. The conclusion is covered in Sect. 4.

2 Proposed System

2.1 System Overview

Flowchart of proposed system is illustrated in Fig. 1. It starts with the grayscale color
conversion to convert RGB image into grayscale image. It is noted that the input image
is the detected traffic sign bounded with the rectangle box. Then the HOG feature is
extracted in the outer part of the image. Since the outer part of speed limit sign is a

Speed Limit Traffic Sign Classification 211



circular ring, the HOG feature is rotation invariant. Thus, the HOG feature could be
matched with only one reference circular ring. When it is matched, the next step is to
match the digit number, otherwise the sign is classified as the non-speed limit sign.

To match the digit number, it performs the MSER extraction in the inner part of the
grayscale image. It yields the connected component of each digit in binary image. Then
the contour of each component is found. The ellipse fitting technique is adopted to find
the orientation of the component. It is assumed that when the traffic sign rotates, all
digits will rotate with the same orientation. Thus we could get the rotation angle from
the orientation of the ellipse.

From the detected rotation angle of the sign, an affine transformation is adopted to
rotate the number to the normal position (orientation of zero degree). Finally the
template matching technique is employed to match the digit number to the predefined
reference.

RGB image

Grayscale image

Calculate HOG on the outer part

Calculate the distance of HOG feature with the reference

Distance <
Threshold?

Non-speed limit sign

MSER extraction on the inner part

Affine transformation

Template matching

Yes

No

Fig. 1. Flowchart of proposed system
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2.2 HOG Feature

The HOG represents the histogram of orientation of gradient in an image which is
proposed by [12]. The descriptor is robust to illumination changes. However, it is
rotation variant. In this work we adopt it to match the outer part of the speed limit sign
(see Fig. 2(a)), where the circular ring exists. Thus, when the speed limit sign is
rotated, the HOG feature of the outer part does not change.

To calculate HOG, the image is divided into cells as shown in Fig. 2(a). In this
work, the image is resized into 128 � 128 pixels. The cell’s size is 8 � 8 pixels, thus
an image is divided into 16 � 16 cells. The HOG is calculated on the overlapped
blocks, where a block consists of 16 � 16 pixels. An example of the HOG of the speed
limit sign is illustrated in Fig. 2(b), where the orientation of gradient is drawn in the
image. To match the HOG feature of the tested image with the reference one, the
Euclidean distance method is adopted. Since only the outer part of the image is con-
sidered, any types of speed limit signs could be used as the reference. The tested image
is classified as the circular sign when the distance is lower than a threshold.

2.3 MSER Extraction

The MSER is a method proposed by [13] to find the regions which remain the same
when the threshold is changed at several values. In the traffic sign recognition system, it
is usually employed in the detection stage to find the region of candidate signs as
proposed in [11]. They extract the MSER from a grayscale image to detect the traffic
sign with the white background. Our method works in the similar approach but in the
different way. In the sense that in our method the MSER is used to extract the digit
number in the inner part of the speed limit sign for classifying the sign, not detecting
the sign. The benefits of our proposed method are twofold. First it extracts the digit
number effectively, due to the fact that the MSER is robust against the illumination

: Inner area
: Outer area Cell

(a) (b)

Fig. 2. (a) Outer and inner parts of image; (b) HOG visualization
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changes [11]. Second, since the area of image to be extracted is in a small area inside
the traffic sign, the computation cost for extracting the MSER could be reduced.

2.4 Rotation Detection and Affine Transformation

To cope with the rotated sign, we propose to detect the rotation angle of the sign by
analyzing the blobs (binary image) representing the digit number obtained by the
MSER extraction. The examples of blobs are illustrated in Fig. 3, where the image in
first column represents the speed limit sign in the normal position, while the images in
second and third columns represent the speed limit sign in the rotated position.

To find the rotation angle of the sign, first we find the contour of blobs which
represents the boundary of blob. Then the ellipse fitting technique is applied to the
contour. The rotation angle of the sign is obtained from the angle of detected ellipse. As
illustrated in Fig. 3, the detected ellipse is drawn with the blue color. In the case of
speed limit 30 km/h, the ellipses extracted from the number “3” and “0” have the same
orientation. The orientation of both ellipses represents the rotation angle of the sign.
However, for the speed limit 70 km/h, the ellipses extracted from the number “7” does
not represent the rotation angle of the sign. Fortunately, the speed limit signs used in
this work have the number “0” in the last digit. Thus we may use the last digit or the
rightmost blob to find the rotation angle.

Once the rotation angle is calculated, the next step is to find the affine transfor-
mation to transform the image into the normal position (no rotation). The affine
transformation for rotation is expressed by

x0

y0

1

2
4

3
5 ¼

cos h sin h cx � ð1� cos hÞ � cy � sin h
� sin h cos h cx � sin hþ cy � ð1� cos hÞ

0 0 1

2
4

3
5

x
y
1

2
4

3
5 ð1Þ

where x, y are the pixel coordinates in source image, x′, y′ are the pixel coordinates after
transformation, cx, cy are the center coordinates of rotation, and h is the rotation angle.

2.5 Template Matching

From the previous stages, the blobs of digit numbers are already in the normal position.
Thus in the matching process, we only provide the standard templates of the numbers
of the speed limit sign. The template size is the same as the size of inner area shown in

Fig. 3. The blobs and rotation angle
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Fig. 2(a), i.e. 80 � 80 pixels. The templates used in this work are illustrated in Fig. 4.
To match the blob with the template, the Euclidean distance is adopted.

3 Experimental Results

The proposed system is tested on a PC, Intel Core i7 3.4 Ghz. The algorithm is
implemented using the C++ languange and the OpenCV library [14] for handling the
image processing tasks. The speed limit signs used in the experiments are the speed
limit of 30, 50, 60, 70, 80, 100 km/h. The tested images are obtained from GTRSB
dataset [15]. The tested images consist of six types of speed limit signs as mentioned
before, where each type contains 20 images. To examine the rotation problems, we
create the rotated versions of the tested images by rotating them by 10°, 15° in both
clockwise and counter-clockwise directions. In addition, to verify the algorithm for
matching the outer circular ring, we introduce 100 images contain the non circular
signs. Therefore there are total 700 tested images used in the experiments.

The results of the circular ring matching using HOG distance are given in Table 1.
From the table, the maximum distance of the speed limit sign is 0.1097, while the
minimum distance of the non-speed limit sign is 0.1212. The result suggests us to
classify the outer circular of the sign properly by setting the threshold value to 0.12. If
the distance is below than this value, then it is classified as the speed limit sign. From
the experiments, the execution time of the outer circular matching is 2.95 ms.

The results of the digit number matching are given in Table 2. The results show that
the average classification rate of the sign in normal position (no rotation) is highest.
When the signs are rotated by 15° or −15°, the classification rate decreases about 9%. It
is worthy to note that even though the classification rate decreases, the proposed

Fig. 4. Templates of digit numbers in the speed limit sign

Table 1. Results of the outer circular matching

Speed limit sign Minimum matching distance Maximum matching distance

30 km/h 0.0514 0.1030
50 km/h 0.0589 0.1008
60 km/h 0.0551 0.1062
70 km/h 0.0557 0.1056
80 km/h 0.0570 0.1097
100 km/h 0.0562 0.1084
Non-speed limit sign 0.1212 0.1946
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algorithm provides a promising method to cope with the rotation problem. The method
only requires six templates (and no learning process is required) to classify 600 speed
limit signs with the higher classification rate of 93.67%. The performance of the
method could be improved in the blob extraction and the template matching techniques,
such as by employing the skeleton of digit number in the matching process. It will be
addressed as the future work.

We also examine the execution time required during the digit number matching. It
requires 46.78 ms to match an image with six reference images, or the matching time is
about 7.8 ms for one reference image. Therefore combining with the outer circular
matching, the computation time of our proposed classification method is 10.75 ms
(2.95 + 7.8).

4 Conclusion

The multiple features are extracted in the outer and inner parts of the speed limit sign for
classifying the sign using the template matching technique. The proposed system first
matches the outer part with a circular ring reference. Once it is matched, the digit
number in the inner part are extracted and matched with the standard reference signs.
The method offers an efficient way in the classification, in the sense that no training
process is required. Further the number of sample images is very few. For classifying six
types of the speed limit signs, only six reference images are required. The results show
that the method achieves the high classification rate and the fast computation time. In
future, some improvements of the method will be addressed to increase the performance.
Further the method will be extended to cope with the other types of traffic signs.

Acknowledgements. This work is supported by the Research Grant 2017, Competence-based
research scheme from Directorate General of Higher Education, Ministry of Research and
Technology and Higher Education, Republic of Indonesia, No.: SP DIPA-042.06.1.401516/2017.

Table 2. Results of the digit number matching

Speed limit sign Classification rate

Rotation angle of speed limit sign
0° 10° 15° −10° −15°

30 km/h 100% 100% 90% 100% 85%
50 km/h 100% 100% 95% 90% 100%
60 km/h 100% 90% 90% 90% 90%
70 km/h 95% 100% 95% 80% 80%
80 km/h 100% 90% 80% 95% 85%
100 km/h 100% 95% 95% 100% 100%
Average 99.17% 95.83% 90.83% 92.5% 90.00%
Total average = 93.67%

216 A. Soetedjo and I.K. Somawirata



References

1. Bilgin, E., Robila, S.: Road sign recognition system on Raspberry Pi. In: 2016 IEEE Long
Island Systems, Applications and Technology Conference, New York, USA, pp. 1–5 (2016)

2. Hoang, A.T., Koide, T., Yamamoto, M.: Real-time speed limit traffic sign detection system
for robust automotive environments. IEIE Trans. Smart Process. Comput. 4(4), 237–250
(2015)

3. Biswas, R., Fleyeh, H., Mostakim, M.: Detection and classification of speed limit traffic
signs. In: 2014 World Congress on Computer Applications and Information Systems
(WCCAIS), Hammamet, Tunisia, pp. 1–6 (2014)

4. Peemen, M., Mesman, B., Corporaal, H.: Speed sign detection and recognition by
convolutional neural networks. In: 8th International Automotive Congress, Eindhoven,
Netherland, pp. 162–170 (2011)

5. Ali, F.H., Ismail, M.H.: Speed limit road sign detection and recognition system. Int.
J. Comput. Appl. 131(2), 43–50 (2015)

6. Kundu, S.K., Mackens, P.: Speed limit sign recognition using MSER and artificial neural
networks. In: 2015 IEEE 18th International Conference on Intelligent Transportation
Systems, Las Palmas, Spain, pp. 1849–1854 (2015)

7. Malik, R., Khurshid, J., Ahmad, S.N.: Road sign detection and recognition using colour
segmentation, shape analysis and template matching. In: 2007 International Conference on
Machine Learning and Cybernetics, Hong Kong, pp. 3556–3560 (2007)

8. Laguna, R., Barrientos, R., Blazquez, L.F., Miguel, L.J.: Traffic sign recognition application
based on image processing techniques. In: The 19th World Congress. The International
Federation of Automatic Control, Cape Town, South Africa, pp. 104–109 (2014)

9. Soetedjo, A., Yamada, K.: Traffic sign classification using ring-partitioned matching. IEICE
Trans. Fundam. E88(A9), 2419–2426 (2005)

10. Adam, A., Ioannidis, C.: Automatic road-sign detection and classification based on support
vector machines and HOG descriptors. ISPRS Ann. Photogramm. Remote Sens. Spatial Inf.
Sci. II 2(5), 1–7 (2014)

11. Greenhalgh, J., Mirmehdi, M.: Real-time detection and recognition of road traffic signs.
IEEE Trans. Intell. Transp. Syst. 13(4), 1498–1506 (2012)

12. Dalal, N., Triggs, B.: Histograms of oriented gradients for human detection. In: 2005 IEEE
Computer Society Conference on Computer Vision and Pattern Recognition (CVPR 2005),
San Diego, CA, USA, vol. 1, pp. 886–893 (2005)

13. Matas, J.: Robust wide-baseline stereo from maximally stable extremal regions. Image Vis.
Comput. 22(10), 761–767 (2004)

14. http://opencv.org/
15. Stallkamp, J., Schlipsing, M., Salmen, J., Igel, C.: The German traffic sign recognition

benchmark: a multi-class classification competition. In: The IEEE International Joint
Conference on Neural Networks, San Jose, CA, USA, pp. 1453–1460 (2011)

Speed Limit Traffic Sign Classification 217

http://opencv.org/

	Speed Limit Traffic Sign Classification Using Multiple Features Matching
	Abstract
	1 Introduction
	2 Proposed System
	2.1 System Overview
	2.2 HOG Feature
	2.3 MSER Extraction
	2.4 Rotation Detection and Affine Transformation
	2.5 Template Matching

	3 Experimental Results
	4 Conclusion
	Acknowledgements
	References


