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dapat menulis publikasi internasional dengan cara yang cepat dan tepat, serta dapat 

membantu seorang  peneliti untuk menulis dengan suatu aliran logika yang bagus. 

Tulisan terkait hasil penelitian yang berbasis manajemen dan teknologi yang 

menggunakan pendekatan statistik SEM. 

Buku ini akan memberikan solusi terkait permasalahan tersebut yaitu 

memberikan panduan bagi peneliti untuk membuat tulisan publikasi internasional, 
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menggunakan pendekatan statistik Struktural Equation Modelling. 
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 1 Pendekatan SEM 

Bagian Kesatu 
 

Publikasi Internasional 
 
IVin\a adalah alaVan WerkaiW membXaW pXblikaVi InWernaVional«.. 

 
Introduction Publication is the final stage of research and therefore a responsibility 

for all researchers. Scholarly publications are expected to provide a detailed and 

permanent record of research. Because publications form the basis for both new 

research and the application of findings, they can affect not only the research 

community but also, indirectly, society at large. Researchers therefore have a 

responsibility to ensure that their publications are honest, clear, accurate, complete 

and balanced, and should avoid misleading, selective or ambiguous reporting. 

Journal editors also have responsibilities for ensuring the integrity of the research 

literature and these are set out in companion guidelines. This document aims to 

establish international standards for authors of scholarly research publications and 

to describe responsible research reporting practice. We hope these standards will be 

endorsed by research institutions, funders, and professional societies; promoted by 

editors and publishers; and will aid in research integrity training. Responsible 

research publication: 

1.     Soundness and reliability  

1.1 The research being reported should have been conducted in an ethical and 

responsible manner and follow all relevant legislation. [See also the Singapore 

Statement on Research Integrity, www.singaporestatement.org].  

1.2  The research being reported should be sound and carefully executed.  

1.3  Researchers should use appropriate methods of data analysis and display (and,  

if needed, seek and follow specialist advice on this).  

1.4  Authors should take collective responsibility for their work and for the content 

of their publications. Researchers should check their publications carefully at 

all stages to ensure methods and findings are reported accurately. Authors 

should carefully check calculations, data presentations, typescripts/ 

submissions and proofs.  

http://www.singaporestatement.org/
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2.    Honesty  

2.1 Researchers should present their results honestly and without fabrication, 

falsification or inappropriate data manipulation. Research images (e.g. 

micrographs, X-rays, pictures of electrophoresis gels) should not be modified 

in a misleading way.  

2.2 Researchers should strive to describe their methods and to present their 

findings clearly and unambiguously. Researchers should follow applicable 

reporting guidelines. Publications should provide sufficient detail to permit 

experiments to be repeated by other researchers. 

2.3  Reports of research should be complete. They should not omit inconvenient, 

incRnViVWenW RU ine[Slicable findingV RU UeVXlWV WhaW dR nRW VXSSRUW Whe aXWhRUV¶ 

RU VSRnVRUV¶ h\SRWheViV RU inWeUSUeWaWiRn.  

2.4 Research funders and sponsors should not be able to veto publication of 

findings that do not favour their product or position. Researchers should not 

enter agreements that permit the research sponsor to veto or control the 

publication of the findings (unless there are exceptional circumstances, such 

as research classified by governments because of security implications).  

2.5 Authors should alert the editor promptly if they discover an error in any 

submitted, accepted or published work. Authors should cooperate with editors 

in issuing corrections or retractions when required.  

2.6 Authors should represent the work of others accurately in citations and 

quotations.  

2.7 Authors should not copy references from other publications if they have not 

read the cited work.  

3.    Balance  

3.1 New findings should be presented in the context of previous research. The 

work of others should be fairly represented. Scholarly reviews and syntheses 

of existing research should be complete, balanced, and should include findings 

regardless of whether they support the hypothesis or interpretation being 
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proposed. Editorials or opinion pieces presenting a single viewpoint or 

argument should be clearly distinguished from scholarly reviews.  

3.2  Study limitations should be addressed in publications.  

4.    Originality  

4.1 Authors should adhere to publication requirements that submitted work is 

original and has not been published elsewhere in any language. Work should 

not be submitted concurrently to more than one publication unless the editors 

have agreed to co-publication.  

4.2 Applicable copyright laws and conventions should be followed. Copyright 

material (e.g. tables, figures or extensive quotations) should be reproduced 

only with appropriate permission and acknowledgement.  

4.3  Relevant previous work and publications, both by other researchers and the 

aXWhRUV¶ RZn, VhRXld be SURSeUl\ acknRZledged and UefeUenced.  

4.4  Data, text, figures or ideas originated by other researchers should be properly 

acknowledged and should not be presented as if Whe\ ZeUe Whe aXWhRUV¶ RZn.  

4.5  Authors should inform editors if findings have been published previously or if 

multiple reports or multiple analyses of a single data set are under 

consideration for publication elsewhere.  

4.6  Multiple publications arising from a single research project should be clearly 

identified as such and the primary publication should be referenced. 

Translations and adaptations for different audiences should be clearly 

identified as such, should acknowledge the original source, and should respect 

relevant copyright conventions and permission requirements.  

5.    Transparency  

5.1  All sources of research funding, including direct and indirect financial support, 

supply of equipment or materials, and other support (such as specialist 

statistical or writing assistance) should be disclosed.  

5.2  Authors should disclose the role of the research funder(s) or sponsor (if any) in 

the research design, execution, analysis, interpretation and reporting.  
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5.3 Authors should disclose relevant financial and non-financial interests and 

relationships that might be considered likely to affect the interpretation of 

their findings or which editors, reviewers or readers might reasonably wish to 

know.  

6.    Appropriate authorship and acknowledgement  

6.1  The research literature serves as a record not only of what has been discovered 

but also of who made the discovery. The authorship of research publications 

VhRXld WheUefRUe accXUaWel\ UeflecW indiYidXalV¶ cRnWUibXWiRnV WR Whe ZRUk and 

its reporting.  

6.2  In cases where major contributors are listed as authors while those who made 

less substantial, or purely technical, contributions to the research or to the 

publication are listed in an acknowledgement section, the criteria for 

authorship and acknowledgement should be agreed at the start of the project. 

Ideally, authorship criteria within a particular field should be agreed, 

published and consistently applied by research institutions, professional and 

academic societies, and funders.  

6.3 Researchers should ensure that only those individuals who meet authorship 

criteria (i.e. made a substantial contribution to the work) are rewarded with 

authorship and that deserving authors are not omitted.  

6.4  All authors should agree to be listed and should approve the submitted and 

accepted versions of the publication. Any change to the author list should be 

approved by all authors including any who have been removed from the list. 

The corresponding author should act as a point of contact between the editor 

and the other authors and should keep co-authors informed and involve them 

in majRU deciViRnV abRXW Whe SXblicaWiRn (e.g. UeVSRnding WR UeYieZeUV¶ 

comments).  

6.5 Authors should not use acknowledgements misleadingly to imply a 

contribution or endorsement by individuals who have not, in fact, been 

involved with the work or given an endorsement.  

7.    Accountability and responsibility  
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7.1  All authors should have read and be familiar with the reported work and 

should ensure that publications follow the principles set out in these guidelines. 

In most cases, authors will be expected to take joint responsibility for the 

integrity of the research and its reporting. However, if authors take 

responsibility only for certain aspects of the research and its reporting, this 

should be specified in the publication.  

7.2 Authors should work with the editor or publisher to correct their work promptly 

if errors or omissions are discovered after publication. 

7.3  Authors should abide by relevant conventions, requirements, and regulations to 

make materials, reagents, software or datasets available to other researchers 

who request them. Researchers, institutions, and funders should have clear 

policies for handling such requests. Authors must also follow relevant journal 

standards. While proper acknowledgement is expected, researchers should not 

demand authorship as a condition for sharing materials.  

7.4 Authors should respond appropriately to post-publication comments and 

published correspondence. They should attempt to answer correspRndenWV¶ 

questions and supply clarification or additional details where needed.  

8.    Adherence to peer review and publication conventions  

8.1 AXWhRUV VhRXld fRllRZ SXbliVheUV¶ UeTXiUemenWV WhaW ZRUk iV nRW VXbmiWWed WR 

more than one publication for consideration at the same time.  

8.2  Authors should inform the editor if they withdraw their work from review, or 

choose not to respond to reviewer comments after receiving a conditional 

acceptance.  

8.3  AXWhRUV VhRXld UeVSRnd WR UeYieZeUV¶ cRmmenWV in a SURfessional and timely 

manner.  

8.4  AXWhRUV VhRXld UeVSecW SXbliVheUV¶ UeTXeVWV fRU SUeVV embaUgRV and VhRXld nRW 

generally allow their findings to be reported in the press if they have been 

accepted for publication (but not yet published) in a scholarly publication. 

Authors and their institutions should liaise and cooperate with publishers to 

coordinate media activity (e.g. press releases and press conferences) around 
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publication. Press releases should accurately reflect the work and should not 

include statements that go further than the research findings.  

9.    Responsible reporting of research involving humans or animals  

9.1 Appropriate approval, licensing or registration should be obtained before the 

research begins and details should be provided in the report (e.g. Institutional 

Review Board, Research Ethics Committee approval, national licensing 

authorities for the use of animals).  

9.2  If requested by editors, authors should supply evidence that reported research 

received the appropriate approval and was carried out ethically (e.g. copies of 

approvals, licences, participant consent forms).  

9.3  Researchers should not generally publish or share identifiable individual data 

collected in the course of research without specific consent from the 

individual (or their representative). Researchers should remember that many 

scholarly journals are now freely available on the internet, and should 

therefore be mindful of the risk of causing danger or upset to unintended 

readers (e.g. research participants or their families who recognise themselves 

from case studies, descriptions, images or pedigrees).  

9.4  The appropriate statistical analyses should be determined at the start of the 

study and a data analysis plan for the prespecified outcomes should be 

prepared and followed. Secondary or post hoc analyses should be 

distinguished from primary analyses and those set out in the data analysis plan.  

9.5 Researchers should publish all meaningful research results that might 

contribute to understanding. In particular, there is an ethical responsibility to 

publish the findings of all clinical trials. The publication of unsuccessful 

studies or experiments that reject a hypothesis may help prevent others from 

wasting time and resources on similar projects. If findings from small studies 

and those that fail to reach statistically significant results can be combined to 

produce more useful information (e.g. by meta-analysis) then such findings 

should be published.  
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9.6  Authors should supply research protocols to journal editors if requested (e.g. 

for clinical trials) so that reviewers and editors can compare the research 

report to the protocol to check that it was carried out as planned and that no 

relevant details have been omitted. Researchers should follow relevant 

requirements for clinical trial registration and should include the trial 

registration number in all publications arising from the trial. 
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Bagian Kedua 
 

Membangun Metodologi 
Research Methodology 

 

Pada saat membahas terkait metodologi, ada hal-hal yang perlu diperhatikan. 

Biasanya bisa kiWa mXlai dengan membahaV WeUkaiW PhilRVRShical«.. 

Hal tersebut bisa kita tulis seperti dibawah ini: 

 

2. Research Methodology 

The discussion begins with a broad philosophical discussion of the epistemological 

orientation of the study. Issues addressed are the alternative methods available, the 

rationale for choosing one, the paradigmatic stance that has been adopted, and the 

data analysis strategy that has been used. Subsequent sections of this chapter deal 

with practical issues relating to the design of the research study method. A staged 

method for developing the measurement instrument that responds to these issues is 

described. In terms of the domain, the respondents that were to be subjects of the 

research are described. Finally, specific details of the structural equation modelling 

data analysis that has been applied to test the theoretical models are described. 

 

2.1 Epistemological orientation 

It is necessary to describe the epistemological orientation of this study at the outset 

because several substantial alternatives exist that could have been adopted when 

researching the method design. Depending on the research method design that had 

been chosen, there would be a cascading effect on the practical nature of the study 

and how the relevant issues would be conducted (Singh, 2002). 

 

2.1.1 Methodological alternatives 

At the broadest level, research methods might be classed as either analytical (where 

formal, deductive methods are used) or empirical (where inductive methods are 

used) (Sax in Wacker 1998). Wacker (1998) divided each of these two traditional 

classifications into three further sub-categories. For the analytical research method, 
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the sub-categories were analytical conceptual research, analytical mathematical 

research and analytical statistical research. Similarly, the sub-categories of the 

empirical research method were empirical experimental research, empirical 

statistical research and empirical case studies. Each of these six sub-categories 

represented a fundamentally different type of research methodology. In terms of a 

theory-building exercise, if a several different methods affirmed a theory (a 

procedure called triangulation (Meredith et al, 1998; Gable 1994; Denzin, 1978)) 

there would be greater confidence in the results. Although not usually practical, if 

all six research methods were applied and produced the same positive results there 

would be compelling evidence in support of the theory. 

 

In practice, no single study is usually able to employ all six research methodologies 

to support a theory. Due to resource constraints and time lags involved in the 

conceptual development of theories, individual researchers have to pragmatically 

choose a limited number of methods to study a particular theory (Singh, 2002). 

This has been the case for the current study as well. The analytical conceptual 

research method and findings of preliminary fieldwork have been used to develop 

the underlying theoretical models of sustainable technology transfer. These models 

have been designed to be tested using the empirical statistical research method.  

 

There are two main reasons why the empirical statistical research method has been 

chosen. Firstly, this method is able to empirically verify theoretical relationships 

using larger sample from organisations than the other available methods (Meredith 

et al, 1998). Secondly, the empirical statistical research method can handle rather 

complex issues (Wacker, 1990). Thus, it is suitable for addressing the compound 

relationships that have arisen from the theoretical models upon which the 

hypotheses are based. 

 

There were many specific types of research that fall under the empirical statistical 

research sub-category. These included structured and unstructured interviews, 
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surveys, historical/archival research, expert panels and Delphi techniques (Wacker, 

1998; Flynn et al, 1990; Singh, 2002). Each of these methods is intended for the 

statistical analysis of data from relatively large samples. 

 

In this research study, the survey research method was selected. This method was 

developed to deal with a fraction of the total population. The most common form 

of surveys is the self-administered mail questionnaire, although other methods such 

as telephone surveys and personal interviews also have been used (Miller, 1991).  

 

For this research the personal interview survey method was applied. The 

advantages of this method are that it has the highest percentage of returns, high 

accuracy of information, large sample coverage, overall good reliability and 

validity, and most completeness of the returned questionnaires (Miller, 1991). 

However, this method also has disadvantages. The interview method is relatively 

expensive in money terms compared with mail surveys. The interview method is 

also significantly time-consuming. Because the advantages were substantial, the 

chosen method was appropriate to the requirements of this study. The author 

decided that the limitations could be managed through careful design and time 

management. 
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Bagian Ketiga 
 

Paradigmatic Stance 
 

3. Paradigmatic stance 

Besides the need to select an appropriate research method design, it was required to 

clearly specify the paradigmatic stance adopted for the research. This would 

resolve some fundamental questions about the nature of the research in the field 

(Singh, 2002), e.g. what constituted relevant research questions, foundational 

assumptions, viable methodologies, compelling evidence, and the larger objectives 

for inquiry (Zald, 1993). 

 

Positivism has been the dominant paradigm in organisational studies research for 

quite some time (Wicks and Freeman, 1998; Goles and Hirscheim, 2000). The 

XndeUl\ing SUemiVe Rf SRViWiYiVm iV WhaW Whe WaVk Rf UeVeaUcheUV iV WR find µUealiW\¶ 

rather than create it. It assumes that there is an underlying objective reality that can 

be discovered. Positivism also involves descriptive instead of prescriptive work 

(Flew, 1979; Donaldson, 1992).  

Researchers stand as neutral observers, using scientific techniques that 

allow them to get beyond human biases so that they can make contact 

with reality and document facts. Another key distinguishing characteristic 

of positivism is its claim that scientifically grounded study is the only 

way to gain genuine knowledge. The scientific method allows researchers 

to test their hypothesis and rely on objective data to support their 

findings. Positivists regard concepts and terms as being value-neutral (i.e. 

stripped of moral content). Finally, under positivism, reality is construed 

as being unequivocal (Singh, 2002, p.128).  

 

TheUe iV alVR an µanWi-pRViWiYiVW¶ VchRRl Rf WhRXghW (AVWle\, 1985; MaUWin, 1990; 

Morgan, 1983). Anti-positivists challenge the alleged objectivity of science and 

demonstrate instead the ultimate subjectivity of all forms of research, including the 

physical sciences. According to anti-positivism, the scientist is not a neutral 
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observer but an active participant and creator in collecting data.  By rejecting the 

epistemologically privileged position of science, the anti-positivist position has 

been claimed to hold great promise for introducing creativity and legitimising a 

broad array of approaches within organizational studies (Wicks and Freeman, 1998; 

Goles and Hirschheim, 2000).  

 

Singh argues that the assumptions behind the positivist position -- which anti-

positivists so strongly attack -- are unwittingly retained by them (Singh, 2002). 

Rather than moving beyond the basic distinctions outlined above on positivism, 

anti-positivists simply invert them. In other words, while positivists try to 

be ¶findeUV¶, µdeVcUiSWiYe¶ and ¶VcienWific¶, anWi-SRViWiYiVWV UeSUeVenW ¶makeUV¶, 

µSUeVcUiSWiYe' and ¶nRn-VcienWific¶ (WickV and FUeeman, 1998; GRleV and 

Hirschheim, 2000). 

 

This suggests that while there are some arguments to indicate that positivism is not 

without its problems, the limitations of positivism are not completely overcome by 

the approach of its purported antagonists (anti-positivism) (Sing, 2002). On 

balance, it has been decided that positivism offers the strongest and best 

understood approach to be adopted for the research in this thesis. 
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Bagian Keempat 
 

Teknik Analisa Data 
 

4. Data Analysis Technique 

The fieldwork research used surveys in Java, Indonesia. Survey research was 

applied because the survey method can deal with a proportion of the total 

population. Given the nature of the research problems and hypotheses identified for 

this study, the confirmatory approach was implemented. The confirmatory 

approach requires testing pre-specified relationships between variables (Gozaly, 

2005; Hair et al, 1998; Singh, 2002) developed from theory-based expectations on 

how and why variables are related.  

 

The h\SRWheVeV idenWified in chaSWeU 3 aUe baVic (i.e. Whe\ VWaWe WhaW µX¶ haV a diUecW 

imSacW Rn µY¶), bXW Whe UeVXlW cRXld be a positive or negative relationship. Outputs 

from the confirmatory tests needed to be interpreted in the light of the direction of 

the relationships, thus giving a contribution to the body of knowledge in this 

research area. For the purpose of this research, the multivariate data analysis 

WechniTXe called µSWUXcWXUal ETXaWiRn MRdelling¶ (SEM) ZaV aSSlied. The fRUm in 

which the hypotheses involving the underlying theoretical model of knowledge and 

technology transfer approach have been presented is ideally suited to be analysed 

using this technique (Singh, 2002). 

 

SEM is a statistical methodology used for applying the hypothesis-testing approach 

through testing relations among variables (Hoile, R, 1995, Singh, 2002) by using t-

test. This technique is capable of accommodating latent (unobservable) variables. 

A latent variable is a construct or abstract concept that can only be measured 

indirectly, through the effect of observed variables, which are termed indicators. 

For example, illness is a construct (latent variable) and indicators (observable 

variables) of illness are for example, the body temperature and reduce of appetite. 

Indicator and then represented by measurement item or also can be broken down 

into several measurement items (Sitinjak and Sugiarto, 2006).  
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In this thesis, latent variables or unobserved variables (constructs) are measured 

through indicators. When applied in practice, the indicators can be treated as 

measurement items or measurement instrument (Singh, 2002); this means that the 

indicators for one construct can be directly represented by measurement items. 

These measurement items are then modified to be user friendly and applied as 

survey instrument in questionnaires.  

However, despite an indicator being identified as a measurement item to measure a 

construct, sometimes this one measurement item is not sufficient to measure the 

construct. Therefore to increase the reliability, sometimes there needs to be more 

than one measurement for representing one indicator. For example, if it is desired 

WR knRZ ZheWheU a SeUVRn haV a µhaSS\ life¶ (cRnVWUXcW/XnRbserved variable) or not, 

several indicators such as wealth, employment, health, family connections may be 

measured.  

SRmeWimeV iW iV nRW enRXgh WR jXVW aVk Rne TXeVWiRn abRXW µZealWh¶ 

(indicaWRU/RbVeUYe YaUiable) fRU e[amSle ³AUe \RX ZealWh\?´ WR meaVXUe whether a 

people is rich or not. To improve the validity and reliability of the measurement, 

Whe inWeUYieZeU mighW need WR aVk abRXW hiV/heU ValaU\, ³DR \RX eaUn mRne\ mRUe 

Whan $5000 a mRnWh?´, and ³DR \RX haYe mRne\ WR bX\ mRUe Whan Rne SURSeUW\?´, 

³DR \RX haYe mRUe Whan Rne SURSeUW\ in eliWe Ueal eVWaWe?´ eWceWeUa. TheVe 

questions that each represent the one indicator (wealth) to measure the construct 

µhaSS\ life¶, aUe called meaVXUemenW iWemV RU meaVXUemenW inVWUXmenWV (SiWinjak 

and Sugiarto, 2006) .  

SEM can be used in a confirmatory manner or an exploratory one. In particular, 

SEM can be applied to test a substantive theory (hypothesis testing) or to determine 

direct or indirect relations (mediation) of one variable to another or to compare 

group differences. The causal processes under study are represented by a series of 

structural (i.e. regression) equations. Due to the complexity of the 
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interrelationships, these structural relations are often modelled pictorially for a 

clearer conceptualisation of the proposed model (Singh, 2002). 

 

SEM has been claimed to be a comprehensive statistical method for testing 

hypotheses about relations among variables (Hoyle, 1995). It is also known as 

covariance structure analysis, latent variable analysis, confirmatory factor analysis, 

and LISREL® (name of the pioneering SEM software package). SEM is claimed to 

improve upon and supersede other tools such as factor analysis, multiple and 

multivariate regression, recursive path analysis, non-recursive economic modelling, 

ANOVA, analysis of covariance, principal component analysis, and classical test 

theory (Holmes-Smith, 2000). Technically, SEM estimates the unknown 

coefficients in a set of linear structural equations (MacLean and Gray, 1998; Singh 

2002). 

 

There are some characteristics of SEM that distinguish it from other univariate and 

multivariate techniques. First, SEM is a priori and requires researchers to think in 

terms of models that require confirmation; but, a priori does not mean exclusively 

confirmatory. Many applications in SEM are a blend of exploratory and 

confirmatory analysis (Kline, 1998). Second, SEM allows the explicit 

representation of a distinction between observed and latent variables, which makes 

it possible for researchers to test a wide variety of hypotheses (Holmes-Smith, 

2000). Third, the basic statistic in SEM is the covariance between variables. The 

covariance matrix allows for the assessment of the degree of fit of the observed 

model (Hair et al, 2010). Covariance also helps to show linear correlations between 

independent and dependent variables. (It is possible, however, to analyse other 

types of data with SEM such as means (Kline, 1998)).  

 

The next characteristic is that SEM is a large sample technique (Kline, 1998). Fifth, 

SEM provides a comprehensive mechanism to deal with measurement error terms. 

It provides the ability to incorporate measurement error in the estimation process 
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(Holmes-Smith, 2000); allows correlations among the measurement errors; and 

allows for the estimation of the reliability and construct validity of measures. Sixth, 

SEM provides a test of fits for systems of equations by simultaneously estimating 

several interrelated dependence relationships; this is particularly useful in testing 

theories that contain multiple equations involving dependent relationships (Hair et 

al., 2010; Gozali, 2005). SEM also permits relationships between dependent 

outcome variables. Finally, SEM allows for the estimation of higher-order factor 

analysis where no observed indicators of the higher-order factors are available 

(Holmes-Smith, 2000). Collectively, these features make SEM a very powerful tool 

(Singh, 2002).  

 

Most authors describe a five- or six-step SEM application process (Kline, 1998). 

For example, the five-step process of Bollen and Long (1993) is  

Step 1. Review the relevant research literature to specify a model; 

Step 2. Identify a model and indicating measurement method; 

Step 3. Estimate parameters in measurement and/or structural models; 

Step 4. Assess model fit, parsimony or comparison of models; and 

Step 5. Re-specify the model if meaningful. 

 

The first step, model specification, refers to the initial model that a researcher 

formulates prior to estimation. The model may be formulated based on theory or on 

Rne¶V SaVW UeVeaUch in Whe aUea. IdenWificaWiRn deWeUmineV ZheWheU it is possible to 

find unique values for the parameters of the specified model.  

 

Once the model is identified, there are several estimation methods available. 

Selection of estimation techniques is often determined by the distributional 

properties of the variables being analysed. After the estimates are obtained, the 

researcher can test whether the model is consistent with the data. If it is, the 

process proceeds to the fourth step. The process may stop after the fourth step. 

More typically, the fit of the model can be improved through re-specification. Once 
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re-specified, steps 2 through 5 might be repeated, often multiple times (Bollen and 

Long 1993). For this study, the SEM software package used is LISREL 8.3 

(Joreskorg and Sorbom, 1999). Some pre-processing of data was done using 

PRELIS (which is part of LISREL). LISREL was the first general program for 

estimating structural equation models (Hayduk, 1996). Even though currently 

LISREL is not the only SEM program - some competitors are AMOS (Arbuckle, 

1988) and EQS (Bentler, 1985) - LISREL is still the most widely used structural 

equation program (Hair, 2010). Another program, the well-known SPSS (Statistical 

Program for Social Science), is also used for preliminary processing and post-

processing of data generated in this research. 
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Bagian Kelima 
 

Evaluasi Data Quality 
 

5. Evaluating Data Quality 

The literature concerning research methods routinely points to two fundamental 

aspects of the quality of survey research instruments: reliability and validity (Hair 

et al. 2010). Since testing for reliability and validity is a significant part of the SEM 

process to be employed in this research, a brief review of the relevant literature is 

provided in the following section. 

 

Reliability 

Reliability refers to the ability of an instrument to produce consistent results 

(Sarantakos, 1998), and is sometimes simply referred to as consistency (Hair et al., 

1998). This consistency can be assessed in two principle ways: when the same 

respondent is asked the same question on multiple occasions (called longitudinal 

reliability) (Krosnick et al., 1997), or, when the same respondent is asked a series 

of different questions intended to tap the same attitude on one occasion (called 

cross sectional reliability) (Krosnick et al, 1997).  

 

A lack of correspondence in answers to an item over time can be observed for 

either of two reasons: the measure might be unreliable, or the attitude itself might 

have changed during the intervening time interval. The shorter the interval in time, 

the less likely that attitude change has occurred; on the other hand, the more likely 

it is that the respondent remembers their answer to the question during the first 

survey and simply repeats it, thus artificially inflating apparent reliability 

(Krosnick and Fabrigar 1997). 

 

A series of questions aimed to assess the same attitude to a single event might be 

perceived by a respondent as just that, and respondents might attempt to provide 

responses that appear to be consistent with one another across the items. 

Alternatively, respondents might doubt that the researcher would intentionally ask 
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a series of questions about exactly the same issue, so the respondents might attempt 

to infer fine distinctions between the questions and thus exaggerate differences 

between them (Krosnick and Fabrigar 1997).  

 

For this study, assessment of longitudinal reliability was not possible, due to time 

limitations restricting the survey to only one cycle. Only cross-sectional reliability, 

assessed using internal consistency measures, was possible. 

 

Examining internal consistency requires comparing results across and among items 

within a single instrument. The most common technique for determining the 

inWeUnal cRnViVWenc\ Rf VXUYe\ meaVXUemenWV iV WhURXgh CURnbach¶V cRefficienW 

alpha (Hair et al, 1998). The assumption behind internal consistency is that items 

assigned to constructs are all different measures of the same concept Hair, et al., 

2006); therefore, the correlation between items should be high when they are 

measuring different aspecWV Rf Whe Vame nRWiRn. The YalXeV Rf CURnbach¶V 

coefficient alpha must be greater than the acceptable value of 0.6 for internal 

consistency to be established (Hair et al., 2006).  

 

Validity 

Validity is generally defined in terms of the type of evidence used to determine that 

a measuring instrument is indeed measuring what it purports to measure (Heath and 

Martin, 1997; Hair 2010; Singh 2002). It refers to the accuracy of a measure 

(Krosnick and Fabrigar, 1997) and involves demonstrating that the questions truly 

measure what they are supposed to measure, and does not measure anything else 

(Flynn et al, 1990).  

The literature on research methods normally distinguishes several different forms 

Rf YalidiW\. The cRmmRn fRUmV Rf YalidiW\ aUe µcRnWenW¶, and µcRnVWUXcW¶ YalidiW\ 

(Flynn et al., 1990).   
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Content Validity  

A measure is said to have content validity if it covers all possible aspects of the 

research topic (Sarantakos, 1998). Content validity is a judgment of the degree to 

which instruments truly measure the concept that they are intentioned to measure. 

It can only to be determined by experts and reference to the literature and cannot to 

be determined statistically (Flynn et al., 1990; Singh, 2002). 

 

Construct Validity  

A measure can claim construct validity if its theoretical construct is valid. For this 

reason, validation concentrates on the validity of the theoretical construct 

(Sarantakos, 1998). Construct validity measures whether a set of items is a suitable 

operational definition of a construct. Establishing construct validity is a difficult 

process. This is because the construct cannot be directly measured empirically and 

compared with the set of items being tested for. If it could be directly measured 

then there would not be the need for the observed variable(s) to describe it. 

Investigation into construct validity is only through indirect inference, which can 

be made by empirical investigations, such as by measuring the observed variable 

rather than the construct itself (Flynn et al 1990; Singh 2002). 

 

Reliability and Validity Inter-Relationship 

An instrument that is reliable is not necessarily valid, and vice versa. An analogous 

example may make the distinction clearer. This concept perhaps can be explained 

with the oft quoted example from Flynn et al (Singh, 2002). If length is measured 

with an elastic tape measure, the measurements will all be different. One of these 

may be the correct length, but it is impossible to determine which. Inconsistent 

measures lead to poor reliability. In the same vein, using an invalid scale is like 

trying to measure inches with a metric tape measure; precise quantitative data can 

be collected to establishing validity. If a measure yields inconsistent results, even 

very highly valid results are meaningless (Flynn et al, 2001). Given the different 

but complementary nature of the two measures, it is necessary to test for both 
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reliability and validity when assessing the value of results from survey instruments. 

In this context, a rigorous method for conducting empirical statistical research 

work and validating a measurement instrument is described in section 4.5. 
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Bagian Keenam 
 

Mengurangi Peluang Kesalahan Riset Survey 
 

6. Reducing Errors In Survey Research 

The previous section has shown the necessity of demonstrating the reliability and 

validity of measuring instruments to ensure high quality survey research. Malhotra 

and Grover (1998) have extended the scope of testing of the reasonableness of a 

survey. They produced a list of 16 questions that need to be sufficiently addressed 

in order to confirm that errors were minimised. These are summarised in Table 6.1 

along with a brief discussion of what is required in order to achieve a positive 

response. 

Table 6.1 List of Questions to Minimise Errors (after Malhotra and Grover, 1998) 
Questions What to look for 

1. Is the unit of 

analysis clearly 

defined for the 

study?   

A formal statement defining the unit of analysis is 

needed for a positive assessment of this attribute. 

Justification of why the unit of analysis has been 

selected is desirable, though not considered critical 

2. Does the 

instrumentation 

consistently reflect 

the unit of analysis? 

 

The items in the questionnaire need to be at the same 

level of aggregation as the unit of analysis. For 

example, to ensure consistency, a question pertaining 

to overall business strategy must have a strategic 

business unit as the unit of analysis. In contrast, a 

manufacturing strategy related study could have plant 

as the unit of analysis 

3. Is the respondent(s) 

chosen appropriate 

for the research 

question? 

The person who is most knowledgeable in the selected 

unit must be the preferred respondent. It would be 

inappropriate, for instance, to survey plant employees 

on  an organisational construct within a  multi-plant 

organisation 

4.   Are multi-item   

       variables used? 

Multiple items or questions have to be used as 

opposed to a single item/question to define a construct 

of interest.  
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5. Is content validity   

      assessed? 

Content validity would need to be assessed 

through prior literature, or opinion of experts 

who are familiar with the given construct. 

6.  Is field-based pre-

testing of measures 

performed? 

A positive assessment will be made only if the 

study formally states the inclusion of field-

based pre-testing in refining the survey 

instrument and establishing its relevance. 

7. Is reliability assessed? CURnbach¶V AlSha anal\ViV RU WeVW-retest 

analysis would be needed for positive 

assessment. 

8. Is construct validity  

      assessed? 

Construct validity (discriminant/convergent) 

analysis, items construct correlation would be 

needed for positive assessment. 

9. Is pilot data used for  

      clarifying measures or  

      are existing measures 

      adopted? 

A positive assessment is made if constructs and 

their associated items are to be evaluated on the 

basis of pre-testing before the collection of 

actual data. Alternatively, a construct which 

has been defined and tested in a prior study 

could be used. 

10.  Are confirmatory 

methods used? 

Confirmatory factor analysis  results would 

need to be reported to establish construct 

validity. 

11.  Is the sample frame 

defined and justified? 

A sound discussion of the sample frame is 

needed for a positive assessment. 

12.  Is sampling random 

from the sample frame? 

Sampling procedures (random or stratified 

random) need to be used for a positive 

assessment unless there are particular 

justifiable reasons for using some other 

sampling method. 

13.  Is the response rate over 

20%? 

 

A formal reporting or response rate over 20% 

is needed for a positive assessment. 
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14. Is no-response bias 

estimated? 

A formal reporting of non-response bias 

testing is needed for a positive  assessment. 

15. Are attempts made to 

establish internal 

validity of the 

findings? 

 

 

At the very minimum, a discussion of results 

with the objective of establishing cause and 

effect in relationships, elimination of 

alternatives explanations, etc., is needed for a 

positive assessment. Statistical analysis for 

establishing internal validity (like Structural 

Equation Modelling) is considered desirable, 

but not critical. 

16. Is there sufficient 

statistical power to 

reduce statistical 

conclusion error? 

At least a sample size of 100 and an item to 

sample size ratio of more than 5 is needed for a 

positive assessment. 
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Bagian Ketujuh 
 

Mekanisme Membangun dan 
Memvalidasi Measurement Instrument 

 
7. Mechanics of Developing and Validating a Measurement Instrument 

The development and validation process of the measurement instrument used in 

this thesis that systematically addresses each of the 16 questions recommended by 

Malhotra and Grover is described in this section. The instrument was derived from 

available underlying theories in knowledge and technology transfer areas. 

 
7.1 Develop Items For Each Construct (Step I) 

The primary assignment was reviewing the available literature to develop 

measurement items for each construct. The literature review has concentrated on 

areas which associate with sustainable technology transfer. This approach followed 

Whe SUimaU\ µUXle¶ in eVWabliVhing Whe inVWUXmenWV fRU cRnfiUmaWRU\ anal\ViV; iW Zas 

essential for the instrument to get strong theoretical support (Singh, 2002).  

 

Transferors 

The construct, indicators and measurement items to measure the transferor 

dimension (latent variable) were adopted and modified from previous studies of 

Kremic (2003) and Bozeman and Lee (1997). These items reflect the motive and 

method of the transferor in transferring technology. Five indicators were identified 

and broken down into eight measurement items as shown in Table 7.1. The 

measurement items are grouped based on their matching indicator. 

Table 7.1 List of Items to Measure the Transferor Construct 
Constructs Indicators Measurement 

Items 
Sources 

Transferor 
(motives 
and 
methods) 

1. Responsibility/ 
control 

1. Responsibility/ 
control of the 
transferors  

Kremic, 
2003; 
Bozeman, 
1997; and 
Lee, 1997.  

2. Project terms 2. Project terms of 
technology 
transfer 
programs  
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3.Communication 3. Communication 
built by 
transferor  

4. Conference, 
meeting  

5. Technology 
transfer through 
industry visit 

4. Program 6. Workshop 
program  

7. Personnel 
exchange  

5. Feedback 
process 

8. Sufficient 
feedback 
process 
 

Knowledge 

As discussed in chapter 2, knowledge may be classified as tacit or explicit. 

Construct, indicators and measurement items of this dimension were adapted and 

modified from the studies of Takeuchi (1995), Gorman (2002), Fernandez et al 

(2004) and Marcote and Niosi (2000). Three indicators of tacit knowledge are 

broken down into six measurement items and three indicators of explicit 

knowledge are broken down into five measurement items to measure the 

knowledge construct as shown in Table 7.2. 

Table 7.2 List of Items to Measure the Knowledge Construct 
Constructs Indicators Measurement Items Sources 

Tacit 1. Technical 
aspect 

1. The expertise is 
provided  

2. The technical 
exchange  

3. Transferring 
e[SeUWiVe¶V Vkill 
transfer   

Takeuchi, 
1995; 
Gorman, 
2002; 
Marcotte 
and Niosi, 
2000. 

 2. Cognitive 
aspect 

4. Stimulating  transferor 
skill on new 
technology  

5. TUanVfeUUing e[SeUWiVe¶ 
experience   

 3. Communication 
 

6. Communication 
between transferee and 
transferor  

Explicit 1. Manuals 1. Introduction on 
technology/ product 
specification 

Takeuchi, 
1995;  
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2. Blueprint of the new 
technology  

Gorman, 
2002; 
Marcotte 
and Niosi, 
2000. 

 2. Product 
specification 

3. Managing product 
standardisation  

 3. Form of data 
 

4. Statistical data  
5. Words and numbers in 

scientific formulas  
 
 

7.2 Content Validity of the Constructs (Step II) 

Having constructed lists of items, it was then required to review these to ensure 

that they were comprehensive and reflected the area of sustainable technology 

transfer. This process, forming part of the content validity analysis, was largely 

achieved by reviewing the available literature (as summarised in chapter two), and 

comparing the items/constructs to the contents of the existing instruments 

developed by others such as Koufteros et al (2002), Schlie (1995), Porter (2000), 

Kremic (2003), Bozeman (1997), Lee, (1997) and Davenport, (1993). This review 

process provided evidence to conclude that the constructs and their associated 

items had sufficient basis in literature and therefore had content validity. 

 

7.3 Assembly of The Draft Instrument (Step III) 

Resolving some logical issues was necessary in assembling the draft instrument. In 

order to reduce complexity, items needed to be organised in generic categories. 

Fuller descriptions of the constructs and measurement items are shown in Table 

7.4. As can be seen, the original measurement items shown in Tables 7.1 to 7.3 

have been expanded from simple phrases to full statements which assist in 

understanding the meaning of the items. Also codes were assigned to each item to 

facilitate and simplify statistical analysis of the responses. 

Table 7.3 Expanded Construct and Measurement Items 
The Role of Government in Technology Transfer  x1 

1. Responsibilities and controls of government agency 
for technology transfer (TT) were appropriate for 
cRmSan\¶V need. 

x1.1 

2. Sufficient workshop programs were provided by 
government agency. 

x1.2 

3. Project terms of the technology transfer programs 
were suitable for company. 

x1.3 
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4. There has been effective communication built by 
government agency associated with the technology 
transfer program. 

x1.4 

5. Sufficient personnel exchange programs have been 
provided by government associated with technology 
transfer program. 

x1.5 

6. Conferences or meeting programs by government 
agenc\ ZeUe VXiWable fRU cRmSan\¶V need. 

x1.6 

7. There have been sufficient industry visits associated 
with the technology transfer program provided by 
government. 

x1.7 

8. The government agency encouraged sufficient 
feedback . 

x1.8 

 
   
Tacit Knowledge in Technology Transfer x5 

1. Sufficient expertise was provided in technology 
transfer program. 

x5.1 

2. Appropriate technical exchange was included in 
technology transfer program. 

x5.2 

3. Communication between transferee and transferor 
have been built in technology transfer programs. 

x5.3 

4. TUanVfeUUing e[SeUWiVe¶V VkillV WUanVfeU  ZaV SaUW Rf 
technology transfer programs. 

x5.4 

5. TUanVfeUUing e[SeUWiVe¶ e[SeUienceV  Rn Whe neZ 
knowledge/technology was part of technology 
transfer program. 

x5.5 

6. Stimulating  transferor skills on new technology was 
part of technology transfer programs. 

x5.6 

 
Explicit/Codified Knowledge in Technology Transfer x6 

1. There were sufficient statistical data in technology 
transfer programs .  

x6.1 

2. Codified knRZledge VXch aV ³DUaZing´ CAD mRdel 
of the new technology was part of technology transfer 
programs. 

x6.2 

3. There were sufficient introductions on technology/ 
product specification . 

x6.3 

4. Managing product standardisation was an important 
component of technology transfer programs . 

x6.4 

5. Programs through words and numbers in scientific 
formulas were provided in technology transfer 
programs. 

x6.5 

6. Understanding codification interpretation between 
transferors and transferees was included in technology 
transfer programs. 

x6.6 
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Selection of Measuring Scale 
Sarantakos (1998) described scales as techniques that are employed by social 

scientists in the area of attitude measurement (The WeUm µaWWiWXde¶ iV XVed Zidel\ 

when discussing survey instruments even though psychologists and others would 

XVe Whe ZRUd µRSiniRn¶. AWWiWXde haV a SaUWicXlaU and diffeUenW meaning in 

SV\chRlRg\. The WeUm aWWiWXde iV XVed in WhiV WheViV cRnViVWenW ZiWh SaUanWakRV¶ 

usage.) . Scales place responses on a continuum between a very low (or negative), 

through a neutral, to a very high (or positive) position.  

 

The most popular scales applied by researchers are the Likert, Guttman and 

Thurstone scales (Sarantakos 1998). In this research, the Likert scale was chosen to 

measure all items, ahead of other alternative scale measurement techniques such as 

the Thurstone scale or the Guttman scale. The reason for preferring the Likert scale 

in this research is that (1) the Likert scale has the capability of dealing with the 

highly complex, abstract and conceptual nature of the subject in related 

management and organisational studies areas; and (2) the Likert scale is capable of 

dealing ZiWh meaVXUing diUecWiRn Rf aWWiWXde (e.g. µagUee/diVagUee¶), inWenViW\ Rf 

aWWiWXde (e.g.¶ VWURngl\¶ RU nRW). OWheU Ueasons were: (3) large numbers of items 

were involved, and the simplicity of the Likert scale may overcome the potential 

problem of respondent fatigue (Albaum, 1997, Singh, 2002); (4) the Likert scale 

has a high degree of validity, even if the scale contains only a few items; (5) the 

Likert scale has a very high reliability and (6) the Likert scale is relatively easy to 

assemble (Sarantakos, 1998). 

 

Whilst overall the research method literature is insistent that the Likert scale 

involves ordinal data (Krosnick and Fabrigar, 1997), some applied researchers (e.g. 

Flynn et al, 1990) have argued that the Likert scale produces metric interval type 

data. Ordinal type means that the objects of a set are rank ordered on an 

operationally defined attribute. There is no fixed, measurable interval between one 

number and another number on the scale ( e.g. 1 = Strongly disagree; 2 = Disagree; 

3 = Neutral; 4 = Agree; 5 = Strongly agree), whereas, interval type have 
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numerically equal distances, or interval scales representing equal distances among 

attributes (e.g. height in feet and inches) (Colton and Covert, 2007).    

 

Careful past assessments of the Likert scale recommend there is significant support 

for the resulting data being considered of the ordinal type (Singh, 2002). ³ThiV iV 

because the distance between intervals is not likely to be equal (e.g. [strongly 

agree-agUee] � [agUee-neutral]), therefore violating a key property of interval data 

W\Se´ (Singh, 2002 S.153). In WhiV WheViV, daWa RbWained XVing LikeUW VcaleV Zere 

treated as being of the ordinal type.  

 

Labelling of Scale Points 

When making an instrument, an important decision in the construction of scales is 

whether to label all or some scale points with words, or to label all or some points 

with numbers, or a combination of both words and numbers. Obviously, in order 

for any rating scale to have a meaning, it is necessary to at least label the endpoints 

of the scale. Studies had shown that fully labelled scales were more reliable and 

valid than partially labelled scales (Krosnick and Fabrigar 1997; Singh, 2002).  

 

For verbal labels to be most useful, they need to have reasonably precise meanings 

for respondents (Singh, 2002). For the purposes of the measurement instrument of 

this research, both verbal and numerical labels were assigned to all the items. As an 

example, the scale offered to the respondents might have the points strongly 

disagree (1), disagree (2), neutral (3), agree (4), and strongly agree (5). 

 

Scale Properties 

There was also an issue relating to whether to choose a bipolar or unipolar scale. It 

is important to distinguish between bipolar scales (i.e. scales reflecting two 

opposing alternatives with a clear conceptual midpoint) and unipolar scales (i.e. 

reflecting varying levels of items with no conceptual midpoint and with a zero 

point at one end) (Krosnick and Fabrigar 1997).  
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Attitudes can be thought of as bipolar, because they range from extremely positive 

to extremely negative, with neutral as a specific midpoint, representing neither 

positive nor negative (Krosnick and Fabrigar 1997, Singh 2002). The amount of 

importance a person attaches to a particular attitude he or she holds is an example 

of a unipolar response. It ranges from a minimum to some maximum level, and 

there is no precise midpoint (Krosnick and Fabrigar 1997, Singh 2002). Because 

attitudes were to be measured, bipolar agreement scales were used in this research.  

 

Scale¶V ReliabiliW\ and ValidiW\ 

Much of the empirical research exploring the effect of the scale point number on 

measurement quality investigates its influence on reliability. Investigations of 

cross-sectional reliability with unipolar scales suggest that the optimum number of 

scale points is between 5 and 7 points (Krosnick and Fabrigar, 1997). Other studies 

found that cross sectional reliability is greater for 5-point than for 7- point scales 

(Mckelvie1978). 

 

A substantial amount of research has also examined the effect of the scale point 

number on the validity measurement. Much of this research used computer 

simulations to examine how transforming data from continuous representations of 

relations to representations with discrete scale points distorts known patterns of 

data. With a few exceptions (Martin 1973), it has been suggested that distortion in 

data decreases as the number of scale points increases, but that this improvement is 

relatively modest beyond 5 to 7 points (Green and Rao, 1970; Lehman and Hulbert, 

1972; Ramsay, 1973). Rosenstones et al (1986) found that 5-point predicted 

conceptually related variables better than 3-point bipolar scales.  

 

AVVeVVing µNR-OSiniRn¶ ReVSRnVeV  

Sing (2002) mentions that from a statistical analysis viewpoint, the presence of no 

RSiniRn daWa in Whe fRUm Rf µnRW VXUe¶, µnRW aSSlicable¶ RU VimilaU, iV iUkVRme 

because these cases have to be eliminated, hence reducing the effective sample 
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size. This can be substantial in some cases. To overcome this problem, researchers 

have developed no-response filters that force respondents to evaluate the extent to 

which they have considered the topic SUeYiRXVl\ and hRZ genXine Whe UeVSRndenW¶V 

no opinion is (Krosnick and Fabrigar 1997; Singh, 2002). This is premised on the 

nRWiRn WhaW UeVSRndenWV chRRVe Whe µnRW aSSlicable¶ UeVSRnVe caWegRU\ becaXVe Whe\ 

want to minimize the cognitive effort involved expressing an opinion on issues 

(Krosnick and Fabrigar 1997; Singh, 2002). This assumption is not reasonable for 

ViWXaWiRnV in Zhich a UeVSRndenW mXVW hRld ³nR RSiniRn´ dXe WR Whe 

VWaWemenW/TXeVWiRn nRW being aSSlicable WR Whe cRmSan\¶V ciUcXmVWanceV (Singh, 

2002). Forcing respondents to express an opinion in this case risks increasing 

meaVXUemenW eUURU. BaVed Rn WhiV laWWeU SRinW, a µnRW aSSlicable¶ UeVSRnVe RSWiRn 

was included in the survey instrument for this thesis. 

 

Taken as a whole it was decided that a five point scale will be used in this 

measurement instrument. Verbal and numeric labels will be assigned to and 

explained for all the items; and a not applicable no-opinion response option was 

included. Having decided on the technical contents and the suitable scale, the 

questionnaires were assembled. 

 

Write Stems Unidimensionally  

Colton and Covert (2007) state that for clarity and reliability, only one attribute 

should be described in the stem of each question.  That is, the stems are said to be 

unidimensional. Consider the following example of a double-barrelled item, which 

iV Xnlikel\ WR be cRUUecWl\ anVZeUed aV a UeVSRndenW¶V anVZeU WR Whe WZR-part stem 

might not match any of the paired alternatives shown in the response set.  

Original: Identify your position and salary:  

a. Administrator ( $23,000-$35,000 annually) 

b. Teacher ($30,000-$60,000 annually) 

c. TeacheU¶V aide ($20,000-$25,000 annually) 
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The way to create the correct this is by rewriting the question as separate items as 

below: 

    1. Indicate your current position with this school system: 
a. School administrator 

b. Classroom teacher 

c. Teaching assistant 

d. Other 

2. Indicate your current annual salary from employment with this school system: 
a. Less than $20,000 

b. $20,001-$30,000 

c. $30,001-$40,001 

d. $40,001 or more 

 

In writing of the individual instruments care was taken to ensure unidimensionality. 

 

7.4 Pretest of the Draft Instrument (Step IV) 

A panel of experts that consisted of the research supervisors and the research 

committee were asked to assist in the task of pre-testing the survey instrument. 

Advice was received concerning logical and grammatical problems, which were 

then addressed. The processes involving expertise took more than two months in 

time. The panels supervised and assessed the draft instrument. And the layout of 

the questionnaire was assessed so as to make it easily readable.  

 

7.5 Translation of the Draft Instrument (Step V) 

As the fieldwork research was to be held in Java in Indonesia, the draft instrument 

was translated into the Indonesian language (Bahasa Indonesia) by the author. In 

order to obtain the best translation of the survey instrument, the Bahasa Indonesia 

version of the draft instrument was sent to a professional translation service (the 

Indonesia Australia Language Foundation) in Bali, Indonesia to be translated back 

into English. The resulting translation was compared to the original English version 

of the draft instrument and both were assessed with regards to differences. This 
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approach was applied to ensure that the Bahasa Indonesia version of the draft 

instrument matched with the original English version without any missing ideas 

and messages, and so it should avoid bias (Appendix B). 

 

7.6 Pilot Testing the Draft Instrument (Step VI)  

The pilot project was conducted on SMEs with a sample size of about 30 in Java. 

The purpose of this pilot project was to provide feedback about how easy the 

questionnaire was to complete and whether the questionnaire contained any unclear 

cRnceSWV RU TXeVWiRnV RXWVide Whe UeVSRndenW¶V knRZledge and Uesponsibility. Then 

the result was tested statistically to ensure that the items were correctly assigned to 

constructs and reliable and valid as measures of those constructs.  

 

7.7  Assessment   of   the   Reliability   and   Validity  of  the  Draft  Instrument  
       (Step VII) 

Statistical measurement was conducted to test the reliability and validity of the 

meaVXUemenW inVWUXmenW. PeaUVRn cRUUelaWiRn and CURnbach¶V alSha cRefficienW 

were used to measure the validity and reliability of the instrument (Appendix C). 

This approach was taken to ensure that the measurement instrument was capable of 

meaVXUing ZhaW ZaV inWended WR be meaVXUed. FRU all iWemV, CURnbach¶V alSha 

coefficient values were greater than the acceptable value of 0.6 (Hair, 2006), 

indicating that the items assigned to the constructs were reliable.  

 

7.8 Compilation the Final Instrument (Step VIII) 

The tests on item performance of the constructs found that the instrument of 

sustainable technology transfer was reliable. The final set of survey instruments is 

shown in Table 7.4. A set of codes was attached to the items to enable statistical 

analysis. The full version of the survey instrument was written in Bahasa Indonesia 

(Appendix D). 

  

 



 35 Pendekatan SEM 

Table 7.4 Final Survey Instrument 

 

 

 

 

 

 

 

 

 

 

 

Table 7.4 Final Survey Instrument (Continued) 
Tacit Knowledge in Technology Transfer x5 

1. Sufficient expertise was provided in technology 
transfer program 

x5.1 

2. Appropriate technical exchange was included in 
technology transfer program 

x5.2 

3. Communication between transferee and transferor 
have been built in technology transfer programs 

x5.3 

4. TUanVfeUUing e[SeUWiVe¶V VkillV WUanVfeU  ZaV SaUW Rf 
technology transfer programs 

x5.4 

5. TUanVfeUUing e[SeUWiVe¶ e[SeUienceV  Rn Whe neZ 
knowledge/technology was part of technology 
transfer program 

x5.5 

6. Stimulating  transferor skills on new technology 
was part of technology transfer programs 

x5.6 

Scale: 1 = Strongly disagree; 2 = Disagree; 3 = Neutral; 4 = Agree;                   
5 = Strongly agree 

 

 

 

Individual Instruments Code 

The Role of Government in Technology Transfer  x1 
1. Responsibilities and controls of government agency for technology 

WUanVfeU (TT) ZeUe aSSURSUiaWe fRU cRmSan\¶V need 
x1.1 

2. Sufficient workshop programs were provided by government agency x1.2 
3. Project terms of the technology transfer programs were suitable for 

cRmSan\¶V need 
x1.3 

4. There has been effective communication built by government agency 
associated with the technology transfer program 

x1.4 

5. Sufficient personnel exchange programs have been provided by 
government associated with technology transfer program 

x1.5 

6. Conferences or meeting programs by government agency were 
VXiWable fRU cRmSan\¶V need 

x1.6 

7. There have been sufficient industry visits associated with the 
technology transfer program provided by government 

x1.7 

8. The government agency encouraged sufficient feedback  x1.8 
Scale: 1 = Strongly disagree; 2 = Disagree; 3 = Neutral; 4 = Agree; 5 = Strongly agree 
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Table 7.4 Final Survey Instrument (Continued) 
Explicit/Codified Knowledge in Technology Transfer x6 

1. There were sufficient statistical data in technology 
transfer programs   

x6.1 

2. CRdified knRZledge VXch aV ³DUaZing´ CAD mRdel Rf 
the new technology was part of technology transfer 
programs 

x6.2 

3. There were sufficient introductions on technology/ 
product specification  

x6.3 

4. Managing product standardisation was an important 
component of technology transfer programs  

x6.4 

5. Programs through words and numbers in scientific 
formulas were provided in technology transfer programs   

x6.5 

6. Understanding codification interpretation between 
transferors and transferees was included in technology 
transfer programs 

x6.6 

Scale: 1 = Strongly disagree; 2 = Disagree; 3 = Neutral; 4 = Agree;                 
5 = Strongly agree 

 

7.9 Conduct of the Full-Scale Survey (Step IX) 

In conducting the full-scale survey, it was necessary to resolve several issues that 

had the potential to affect the result of the research. These included: deciding on 

the research domain and level of analysis, selecting a suitable sample, maximising 

the response rate and minimising the non-response bias. 

 

Research Domain 

The subjects of the research were SMEs involved in metal-based manufacturing in 

Java, Indonesia. This domain was chosen because of its pioneering role in 

knowledge and technology transfer (KTT) practices. This industry was significant 

in terms of knowledge and technology transfer (see section 3.1). As part of the long 

history of experiences in knowledge and technology transfer, and consequently, 

accumulated knowledge, the metal-based manufacturing industry was deemed 

appropriate as the subject of the survey of this research.  

 

Level of Analysis 

Although this research was applied to SMEs, the structure of the sector in Java 

meant that it was possible that one person (or closely related persons) could answer 

for more than one company. (For example, one family had five different SMEs, 
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each managed by a different son). To avoid there being the same respondent in two 

SMEs, the samples were revised to ensure that only one site per respondent was 

chosen as a sample.  

 

Besides choosing the level of the organisation, another issue related to the level of 

analysis was the person in the organisation who was directly selected to complete 

the questionnaires. Ideally, the questionnaires should be completed by a number of 

people in each part of an organisation. This is so that an aggregate measure for the 

organisations could be obtained, and individual response bias could be minimized 

(Flynn et all., 1994; Singh, 2002). However, this research was conducted in SMEs 

which were simple in nature due to the plain structure of organisation hierarchy, 

the alternatives were whether to select the top manager or the owner or the person 

who had responsibility for KTT programs. In this survey, the person who was 

preferred to be chosen to answer the questionnaires was the person responsible for 

the KTT program of the organisation.  

 

Sample Selection 

The reason for drawing most of the respondents from the Central Java and East 

Java areas is provided in section 3.1 of this thesis. the database developed from the 

preliminary fieldwork research was utilised to determine the potential respondents. 

FURm WhRVe abRXW 800 SURVSecWiYe UeVSRndenWV¶ aUeaV, 300 ZeUe UandRml\ VelecWed. 

The respondents were checked to ensure that respondents only belonged to one 

SME included in the sample.  

 

Response Rate 

The survey was conducted between May and September 2008.  The questionnaires 

were delivered to the potential respondents in person. An intensive explanation was 

provided before the respondents gave their responses. Follow up by telephone 

communication was conducted for respondents who did not give their feedback on 

site and those who did not answer by the due date. Several local strategies were 
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applied to encourage the participation of organisations in order to boost the 

response rate; for example, personal approaches and maintaining communication, 

support letters from local universities, local government and in addition, 

information from the central Department of Technology, and also support from a 

senior person in the community.  

 

The final response rate was 88.3% and the total number of cases responding was 

250. Literature suggested that a minimum acceptable response rate was 20% 

(Malhotra, Grover 1998), and the preferred response rate was above 50% (Flynn et 

al., 1990; Singh, 2002). It was deemed that 88.3% response rate was an excellent 

achievement, for the seven-page survey instrument used. 

 

The number of respondents also met the needs of the structural equation modelling 

technique adopted: for the computer data processing using LISREL sofware, the 

minimum requirement for data processing was at least 200 cases (Hair, Anderson 

1998; Sing 2002). Other sources (Slovin in Umar, 1999) said there was a need for 

at least 100 cases required in SEM.  

 

Non-Response Bias 

In practice, non-response means a loss of a valuable source of information and 

affects the degree of representativeness of the research (Sarantakos, 1998). The 

response rate of 88.3% for this research means that there is a smaller affect of non-

responses than for some other surveys. However, to increase the certainty of   

representativeness of the research, in dealing with non-response bias, the particular 

approach that was used to assess the potential level of non-response bias was by 

making telephone calls to the non-responding organisations and finding out their 

reasons for not responding to the survey. The major reasons for the non-response 

UeVSRndenWV ZeUe µhaYing nR Wime¶ and µWRR laWe WR giYe Whe feedback¶. TheVe 

answers do not indicate that the non-respondents would have answered the survey 
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any differently from those who did, and so the level of non-response bias appeared 

to be low (Singh, 2002).  

 

Missing Data Analysis 

In terms of missing data analysis, 95% of the respondents to the questionnaires had 

a maximum of 5% missing data. In assessing missing data, there was no specific 

guideline about how many missing data was too many. 5% or even 10% missing 

data on particular variables may be considered as not large (Cohen, 2007). As such 

the level of missing data in this research was considered acceptable.  

 

Examination of the complete data set showed that the missing data was about 5%. 

There are numerous ways for taking care of missing data. According to Hair and 

Anderson (1998), these are based on either elimination or substitution techniques. 

Elimination can be either list-wise, where all cases that have missing data are 

dropped, or pair-wise, where only cases with a missing data for variables that have 

been analysed were dropped.  

 

For this research, the elimination techniques would have been inefficient or caused 

other difficulties. For instance, if list-wise elimination were applied, only about 

60% of the data would have remained to be processed. Also, pair-wise elimination 

would have resulted in different numbers of cases per variable available for 

analysis, and this is problematic for structural equation modelling analysis.  

 

The more efficient strategy to be applied for handling missing data in this case was 

substitution (Singh, 2002). The most well-known technique involves substitution 

with either the mean or the median in place of the missing data. In this research the 

substitution applied the mean to replace missing data. Simulation studies have 

shown that replacing missing data using this method produced good representations 

of the original data when both the number of respondents with missing data and the 

number of items missing were 20% or less (Downey and King, 1998). This 
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technique, incorporated in statistical packages such as SPSS, was used in this 

study.  

 

µNR OSiniRn¶ ReVSRnVe Anal\ViV  

µNR OSiniRn¶ daWa anal\ViV deWeUmined Whe amRXnW Rf nR RSiniRn (e[SUeVVed aV ³nRW 

aSSlicable´) daWa. E[aminaWiRn Rf Whe daWa VhRZed WhaW leVV Whan 5% Rf UeVSRnVeV 

aV µnRW aSSlicable¶. ThiV VhRZV WhaW nR RSiniRn daWa ZaV Vmall UelaWiYe WR Yalid 

responses. However, the SEM technique, does not handle no opinion data very 

well. Therefore, these responses needed to be treated, and not simply ignored. In 

many research cases, a simple solution would be to eliminate cases that had such 

responses (Singh, 2002). But, as mentioned previously, the elimination-based 

techniques are inefficient. It was decided that the same substitution technique as 

used for handling missing data would also be applied for treating no opinion data. 

Since the total number of no opinion cases was small, it is expected that the 

potential bias would be limited. 

 

7.10 Is the Final Instrument Acceptable? (Step X) 

Having treated the raw data to reduce problems for the SEM technique, statistical 

tests could be conducted to determine the quality of the data. This requires several 

different tests to assess different aspects of the data.  

 

Test for Multicollinearity  

Multicollinearity occurs when the correlation between items measuring the same 

construct is very high (i.e. greater than 0.9) leading to linear dependencies between 

items (Wothke 1993); essentially this means that they are practically identical 

(Ahire, 1996). When multicollinearity occurs, one of the items measured should be 

eliminated to reduce weighting bias. There are several types of correlation 

coefficients that could be calculated to assess the extent of multicollinearity 

beWZeen iWemV fRU each cRnVWUXcW. The mRVW UecRgniVed Rne iV PeaUVRn¶V cRUUelaWiRn 

(Hair, 2010).  



 41 Pendekatan SEM 

In this case several items measuring the same construct have correlation 

coefficients higher than 0.9 (items in constructs x1, x2, x3, x4, x7, x8, x9, x10).  It 

shows that those items were identical; therefore, a modification is carried out. The 

items which have a correlation coefficient greater than 0.9 are deleted leaving only 

one item to measure the construct. In deleting the items which had 

multicollinearity, besides considering the logical and conceptual approach, the 

statistical reason should also be considered, regarding the reliability of the 

measurement. For example in construct x1, there were identical items (x1.3 and 

x1.4) which have correlation coefficients higher than 0.9. In this case after testing 

to determine which item would yield the greater reliability, it was found that both 

have a similar reliability coefficient value. The second approach was to take a 

logical and conceptual approach. It was decided to eliminate x1.4 and leave x1.3, 

because items x1.3 (communication between transferor and transferee) represents a 

critical aspect of the model and could not be excluded without seriously impairing 

the theoretical basis of the model, and was capable of covering instrument x1.4.  

After eliminating any identical items (correlation higher than 0.9), leaving one for 

each construct, multicollinearity was no longer a significant issue (Appendix E1 

and E2). 

 

Test for Unidimensionality 

Unidimensional items collectively estimate one single construct (Ahire et al 1996, 

Hair 1998, Singh 2002). To check for unidimensionality of the pre-specified items, 

a confirmatory method that involves the specification of one-factor cogeneric 

measurement models has been developed for all the constructs. A one-factor 

confirmatory measurement model is the most general form of the confirmatory 

factor analysis model (Jorenkog, 1971), and the generalized form of this model is 

shown in Figure 7.1 where four items are being used to measure a construct. 
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Figure 7.1 Generalised One-Factor Measurement Model 
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Figure 7.1 shows a one-facWRU meaVXUemenW mRdel cRnViVWing Rf a µcRnVWUXcW¶ WhaW 

is an abstract concept that was not directly measurable (Jorekog, 1971) and is also 

known as a latent variable (Jorekog, 1971). It is estimated by a number of 

meaVXUable YaUiableV called µiWemV¶ (JRUekRg, 1971; Singh 2002) RU RbVeUYed 

YaUiableV (GhR]al\, 2005). Each Rf Whe iWemV haV an aVVRciaWed eUURU labelled µe¶. 

The factor loadings (Li) bind the construct to the items, and the quantitative 

YaUiable linked ZiWh Whe eUURU WeUmV iV Whe YaUiance, labelled µYaU (ei)¶. The 

directions of the arrows show that the variances of the individual items are 

explained by the construct. The balance of the variance of the items is attributable 

to their associated error terms (Singh, 2002). 

 

In congeneric models, both factor loadings and error variances are unconstrained 

and are expected to be estimated by the structural equation modelling technique 

(i.e.L1 � L2 � L3 �L4, in figXUe 7.1) (Jorenkog, 1971; Singh 2002). SEM analysis 

of one-factor congeneric measurement models is only possible for models that have 

three or more items (Hair et al, 1998).  
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Models that have one or two items are unidentified (i.e. there is an insufficient 

number of equatiRnV WR µVRlYe fRU¶ (HaiU eW al, 1998) each Rf Whe XnknRZn 

coefficients to be estimated). In this research, because none of the items of the 

constructs had less than three items, all constructs could be analysed using the 

confirmatory factor analysis method. Numerous measures of goodness of fit (GoF) 

will be analysed. When the GoF indices suggest a good fit, for the form in which 

the initial models were presented, it is implied that the items were unidimensional. 

 

Development of the Composite Reliability 

As indicaWed eaUlieU, CURnbach¶V cRefficienW alSha (Į) iV a Zidel\ XVed meaVXUe Rf 

construct cross-sectional reliability. However, this measure of reliability can be 

biaVed XndeU SaUWicXlaU cRndiWiRnV (Singh, 2002). The magniWXde Rf CURnbach¶V 

coefficient alpha increases as the number of indicators belonging to the construct 

increases (Ahire et al, 1996). In order to overcome these difficulties with 

CURnbach¶V cRefficienW alSha, Whe cRmSRViWe UeliabiliW\ ZaV calcXlaWed fRU all Whe 

constructs. The composite measure is believed to be superior when compared to 

Cronbach¶V cRefficienW alSha (Į), Vince iW XWiliVeV Whe iWem lRadingV RbWained ZiWhin 

the causal model, and it is not influenced by the number of indicators within the 

construct (Barclay et al, 1995; Hulland, 1999). The formula for calculating 

composite reliability is as follows (Hair 2010): 

 

         (1) 

where: 

ȡc  = composite reliability 
Ȝ    = standardised loading factor 
ș   = error variance 
 

AccRUding WR IgbaUia eW al (1997) Whe cRmSRViWe UeliabiliW\ VhRXld be acceSWed if � 

0.50.  
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Variance Extracted Estimates 

Another measure of construct reliability is the variance extracted estimate. This 

reflects the overall amount of variance in the indicators accounted for by the latent 

construct. The standardised factor loadings and errors variance as a result of the 

SEM analysis outputs were used to calculate the maximal reliabilities. The scores 

for the composite measures were calculated from the value of standardised factor 

loadings from observed variables to latent variables. Fornell and Larcker (1981) 

developed the formula for assessing this estimate as follows: 

 

                                          (2) 

where: 

  = variance extracted estimate 
Ȝ         = standardised loading factor 
ș         = error variance 
 
Higher variance extracted values occur when the indicators are truly representative 

of the latent construct. The variance extracted measure is a complementary 

measure to the construct reliability. Guidelines suggest that the variance extracted 

value should exceed 0.50 for a construct (Hair et al. 2006; Holmes-Smith 2001). 

 

Test for Construct Validity  

Construct validity is the degree to which variance in a measure is attributed to 

variations in the variable and not some other factor (e.g., method variance) (Kelly 

and Vokurka, 1998). Establishing construct validity involves convergent validity 

(Campbell and Fiske, 1959). 

 

Convergent Validity Test   

Convergent validity relates to the degree to which varying approaches of 

measuring a variable provide the same result. For example, if we measure 

manufacturing flexibility using different methods, to what degree does the data 
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from the two methods converge? The assumption is that if a measure is valid, it 

should yield the same result when utilized across different methods (Kelly and 

Vokurka, 1998). On one level, completely different methods of administering the 

instrument (e.g. mail surveys and interviews) can be used to demonstrate 

convergent validity (Ahire, 1996). On another level, individual items assigned to 

constructs are treated as different approaches to measuring the common constructs 

(Singh, 2002). This is the level of analysis that is used to assess the level 

convergent validity of all the constructs of the technology transfer model presented 

in this thesis. 

 

The result of the SEM analysis of one-factor congeneric measurement models was 

used to examine the convergent validity of all the constructs. As suggested by 

Ahire et al. (1996), a SEM analysis test output was used; namely, the Normed Fit 

Index (NFI). The value of NFI indicates the proportion in improvement of the 

RYeUall fiW Rf Whe UeVeaUcheU¶V mRdel UelaWiYe WR a nXll mRdel (Singh, 2002). NFI 

should be greater than 0.95 for a good fit, although values between 0.9 and 0.95 

indicate reasonable fits according to Ahire et al. (2006), while other researchers 

have claimed that values as low as 0.7 demonstrate an acceptable fit (Tamini, 

1998).The results of these analyses will be reported in Chapter Six. 

 

7.11 Analysis of Relationships Between Constructs (Step XI) 

The results of the series of tests described above confirm that the constructs of the 

sustainability technology transfer model have been well measured. These show that 

the instrument had collected good quality data, and the level of reliability and 

validity was higher than conventionally acceptable in most cases satisfactory to 

assess the proposed sustainable technology transfer model.. 
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Bagian Kedelapan 
 

Structural Equation Modelling Analysis Process 
 

The structural equation modelling analysis that was applied for the purpose of 

testing the hypotheses was synthesised from procedures presented by several 

authors including Hair et al. (2010), Holmes-Smith (2000), Singh, (2002). 

Important aspects of this process include: (1) a review of theoretical models that 

were to be tested; (2) details of the two-step analysis procedure where the structural 

and measurement models were analysed separately; (3) the method that was 

applied to assess the identification status of the model; (4) the parameter estimation 

technique that was used; (5) a description of the goodness-of-fit and of how well 

the model fits the data; (6) modifications to the models; and, (7) interpretation of 

the final models. These aspects are described in the following section. 

 

8.1 Description of Theoretical Models  

The model representing sustainable knowledge and technology transfer is to be 

WeVWed.  IW ZaV cRnVideUed WhaW Whe mRdel¶V cRnWenWV UeflecWed Whe cXUUenW VWaWe Rf 

ideas.  Therefore, it was felt that the model could be justified as representing a 

good theoretical model of sustainable knowledge and technology transfer.  The 

theoretical model, consisting of constructs and interrelationships between these 

constructs, was described verbally as well as diagrammatically.  The diagrammatic 

form of the model will be used to develop path diagrams in the form needed for the 

purpose of SEM analysis. 

 

8.2 The Two-Step SEM Analysis Procedure 

Conventional SEM analysis involves a single-step procedure where there is 

simultaneous estimation of both structural and measurement models. This is the 

best approach when the model possesses strong theoretical rationale and highly 

reliable measures, resulting in more accurate relationships and decreasing the 

possibility of interactions between structural and measurement models (Hair, 2010; 
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Singh, 2002). However, some researchers have proposed a two-stage procedure to 

maximize the interpretability of both measurement and structural models 

(Schumacher, et al, 1996; Hair, 1996; Singh, 2002).  

 

The two-stage procedure has been proposed to avoid the condition where the 

researcher estimates both structural and measurement models simultaneously, but 

the result of the overall fit is not acceptable. In such circumstances, the one step 

approach has difficulties in determining the sources which have caused 

unacceptable overall fit measurements (Kline, 1998). Anderson and Gerbing 

(1988) suggested a two-step approach that analyses the measurement model and 

structural model separately. In order to maximize the interpretability of both 

measurement and structural models, in this research a two-step procedure was 

applied. 

 

8.3 Assessing the Identification Status of Structural Equation Models 

It is possible for simple confirmatory factor analysis to analytically determine the 

identification status (i.e. whether it is theoretically possible to calculate a unique 

estimate of all the parameters). However, for more complex models that contain 

many latent variables, two methods are suggested to assess identification. These 

are the calculation of the degrees of freedom of the model, and an empirical 

identification assessment provided as part of the SEM analysis output (Singh, 

2002). For the purpose of determining identification, the number of degrees of 

freedom for any given structural equation model can be calculated using the 

formula: 

 

   (3) 

where: 

  = the degrees of freedom of the model  
 p  = the number of endogenous indicators  
 q  = the number of exogenous indicators  
  t  = the number of estimated coefficients in the proposed model  
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A just-identified model has exactly zero degrees of freedom. Although this 

SURYideV a SeUfecW fiW Rf Whe mRdel, WhiV VRlXWiRn iV ³XninWeUeVWing´ becaXVe iW haV nR 

generalisability (Singh, 2002). In this research, achieving over-identification in a 

structural equation model was the goal since it has more information in the data 

matrix than the number of parameters to be estimated, meaning that there were 

positive degrees of freedom. The rationale was to achieve acceptable fit with the 

largest number of degrees of freedom possible. This ensures that the model was 

generalisable (Singh, 2002). However, under particular circumstances,  the just-

identified model in some cases is inevitable (for example, when some items must 

be dropped because of a multicollinearity problem, the  number of the  information 

is the same as the number of a parameters to be estimated that cause the just 

identified model). 

 

The degrees of freedom were calculated for each model. Once the degrees of 

freedom of the model are shown to be positive, the model should be run in a 

suitable SEM software package to obtain the empirical identification assessment 

matrix. Most SEM software packages assess the identification status of models 

using a combination of the tests developed by Wiley (1973), and Joreskog (1988). 

 

8.4 Estimation Technique 

For models that are over-identified, parameters of the structural model need to be 

estimated. Since an over-identified model has more information available than 

required for parameter estimation, several probabilistic techniques for estimation of 

parameters are available. The commonly used estimation techniques include the 

Maximum Likelihood (ML), the Generalized Least Square (GLS), and the 

Weighted Least Squares (WLS) and Asymptotically Distribution Free (ADF) 

procedures (Hair et al., 2010).  

 

All these techniques involve complex probability-based heuristics to estimate 

parameters by minimizing discrepancy between the empirical variance-covariance 
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matrix and the variance-covariance matrix implied by the model (Singh, 2002). A 

review of the estimation methods suggested that the ML procedure is the most 

popular. It is efficient and unbiased when the assumption of normality is met. Also, 

ML has been found to be sensitive to the sample size (when the sample size 

exceeds 400 goodness-of-fit measures indicate poor fit), however ML is most 

suitable for sample sizes around 200 (Hair et al., 2010). As the sample size in this 

research was about 250, the Maximum Likelihood method is considered a suitable 

choice for estimation.  

 

8.5 Evaluating the Level of Fit Between Model and Data 

Once a model has been specified, the following phase is to ensure whether or not 

Whe mRdel µfiWV¶ Whe daWa. ThiV beginV ZiWh an e[aminaWiRn fRU Rffending eVWimaWeV 

(Hair et al., 2010). After the model is confirmed as providing acceptable estimates 

of parameters, the goodness-of-fit of the model with the data is then assessed for 

the overall and structural models. 

 

Offending Estimates 

The model first has to be examined for offending estimates (Hair et al, 1996). 

These are estimated parameters that exceed acceptable limits. The most common 

offending estimates are negative error variances or non-significant error variances 

for any construct. A specific approach can be applied to deal with these offending 

estimate problems. In the case of negatives error variances, also referred to as 

Heywood cases, the error variances can be fixed to a very small positive value, 

usually 0.005 (Bentler et al 1987; Dillon et al., 1987).  

 

Overall Model Fit 

The overall fit of the model with the data is usually assessed with one or more 

goodness-of-fit measures. These measures assess the correspondence of the actual 

or input covariance/correlation matrix with that predicted by the proposed model. 

Goodness-of-fit measures are of three types: (1) absolute fit measure; (2) 



 50 Pendekatan SEM 

incremental fit measure: and (3) parsimonious fit measure (Hair, 2010; Singh 

2002).  

 

Absolute Fit Measure 

This measure assesses only the overall model fit (both structural and measurement 

model collectively) with no adjustment for the degree of over-fitting that might 

occur. The measures applied in this study are discussed as follows.  

 

Chi-square (Ȥð) VWaWiVWic provides a statistical test of the resulting difference with its 

associated degrees of freedom (df) and probability of significant difference (p). The 

chi-square is a measure of the absolute discrepancy between the implied 

variance/covariance matrices obtained from the empirical data.  

 

The difference in the covariance matrices (S ± ȈȜ) iV Whe ke\ YalXe in aVVeVVing Whe 

goodness-of-fit of any SEM model. SEM estimation procedures such as maximum 

likelihood produce parameter estimates that mathematically minimize this 

difference for a specified model. It is represented mathematically by the following 

equation: 

 

                 (4) 

 

N is the overall sample size. It should be noted that even if the differences in 

covariance matrices remained constant, the   value increases as sample size 

increases. Likewise, the SEM estimated covariance matrix is influenced by how 

many parameters are free tR be eVWimaWed (Whe Ȝ in  VR Whe mRdel¶V degUeeV Rf 

freedom also influence   (Hair et.al 2006). The acceptable level for this test is 

when the p-YalXe iV gUeaWeU Whan 0.05 (i.e. aW Whe Į=0.05 leYel Rf Vignificance) (HaiU 

et al., 2006). 
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Goodness of Fit Index (GFI), is the most widely used goodness-of-fit measure in 

many studies of SEM (Hair, 2010), ranging in value from 0 (poor fit) to 1.0 

(perfect fit). It represents the overall degree of fit (the squared residuals from 

prediction compared with the actual data).  

 

If Fk is the minimum fit function after an SEM model has been estimated using k 

degrees of freedom (S - ȈȜ), and F0 is the fit function that would result if all 

parameters were zero (everything is unrelated to each other; no theoretical 

relationship), then GFI is simply defined as: 

 (5) 

 

A model that fits well produces a ratio of Fk / F0 that is quite small.  Conversely, a 

model that does not fit well produces Fk / F0 that is relatively large because Fk 

would not differ much from F0.  In the extreme, if a model failed to explain any 

true covariance between measured variables, Fk / F0 would be 1, meaning the GFI 

would be 0 (Hair et.al 2006). GFI should be greater than 0.90 for the model to be 

considered a good fit (Holmes-Smith 2001; Hair et al., 2006), although values 

between 0.8 and 0.90 indicate a reasonable fit (Yamin and Kurniawan, 2009).  

 

Root Mean Square Error of Approximation (RMSEA) is a measure that attempts to 

correct for the tendency of the chi-square statistic to reject any specified model 

with a sufficiently large sample size.  Computation of RMSEA is rather 

straightforward and provided here to demonstrate how statistics try to correct for 

the problems of using the   statistic alone. 

  (6) 

 

The df are subtracted from the numerator in an effort to capture model complexity.  

The sample size is used in the denominator to take it into account.  To avoid 
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negative RMSEA values, the numerator is set to 0 if dfk  exceeds  

(Hair et al., 2006).  RMSEA values between 0.0 and 0.05 indicate good fit, while 

values ranging from 0.05 to 0.08 indicate acceptable fit (Ahire et al., 1998). 

 

Incremental Fit Measures 

These measures compare the proposed model to some baseline model, often a null 

model in which no causal relationships between the variables are proposed. The 

incremental fit measures calculated for the research were: 

 

Normed Fit Index  (NFI)   

This is a relative comparison between the proposed model and the null model. It is 
calculated as: 

       (7) 

 

The recommended value of NFI for a good fit is 0.90 or greater (Hair et al., 2006), 

and values between 0.80 and 0.90 are marginal fit (Yamin and Kurniawan, 2009). 

 

The Comparative Fit Index  (CFI).  

This is suggested by Bentler (1990) with the purpose of overcoming the 

deficiencies in the normed fit index (NFI) for a nested model.  The NFI has the 

tendency to underestimate fit in small sized samples (Byrne 2006).  Here, the 

comparative fit index compares whether the model under consideration is better 

than some baseline model, which in most cases is the null or independence model.  

The general computational form of the CFI is: 

 

           (8) 
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Here, the  UeSUeVenWV YalXeV aVVRciaWed ZiWh Whe UeVeaUcheU¶V specified model of 

theory , that is, the resulting fit with  degrees of freedom. N denotes values 

associated with the statistical null model. The CFI value should fall between 0 and 

1, with values exceeding .90 indicating a good fit to the data (Kelloway 1998). In 

cases where the value of CFI is above 1, there is an indication that the model is an 

µRYeUfiW¶ aV WRR man\ SaUameWeUV haYe been fUeed WR be eVWimaWed (HRlmeV-Smith 

2001).  

 

Tucker Lewis Index (TLI), is also known as the non-normed fit index (NNFI), it 

combines a measure of parsimony into a comparative index between the proposed 

and null models, resulting in values ranging from 0 to 1.0 (although, sometimes 

values could exceed 1.0). 

  (9) 

 

The recommended acceptable values of TLI are 0.90 or greater (Hair et al., 2006). 

 

Parsimonious Fit Measures 

 This final type of measure provides a basis for comparison between models of 

differing complexity and objectives. In this research, the parsimonious fit measures 

calculated were: 

 

Normed chi-square, which is obtained by dividing the chi-square ( ) value by the 

degrees of freedom (df) of the model. Because the normed chi-square statistic takes 

the model complexity into account, it is referred to as an index of model 

parsimony. In this sense, values of the normed chi-square that are very small 

suggest that the model probably contained too many parameters. Generally, : df 

ratios on order of 3:1 or less are associated with better-fitting models (Hair et al, 

2010) 
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The Akaike Information Criterion (AIC),  

AIC is a comparative measure between models with differing numbers of 

constructs. The model that fits with the smallest value of AIC is the most 

parsimonious model (Ahire et al., 2006). 

Table 8.1 Goodness of Fit Indices 
Goodness-of ±Fit Index Good Fit Marginal Fit 

Absolute Fit Indices 
Chi-VTXaUe (Ȥð, df, S-
value) 

p-value>0.05 - 

Goodness-of ±Fit Index 
(GFI) 

0.90<GFI<1.00 0.80<GFI<0.90 

Root Mean Square Error 
of Approximation 
(RMSEA) 

RMSEA<0.05 0.05<RMSEA<0.08 

Incremental Fit Indices  
Comparative Fit Index 
(CFI) 

0.90<CFI<1.00 0.80<CFI<0.90 

Tucker-Lewis Index (TLI) TLI>0.95 0.90<TLI<0.95 
Normed Fit Index (NFI) 0.95<NFI<1.00 0.90<NFI<0.95 
Model Parsimony Indices 
Normal Chi-VTXaUe (Ȥð, df) 1.0<(Ȥð/df)<2.0 2.0<(Ȥð/df)<3.0 
Akaike Information 
Criteria (AIC) 

Model with smallest AIC is most parsimonious 

 

A  summary of the goodness of fit indices is provided in Table 8.1 Currently there 

is no clear consensus as to which measure is the best (Hair et al, 2006). In most 

sighted studies that have used SEM analysis, multiple goodness of fit measures 

were reported. In the absence of clear consensus on the most suitable goodness of 

fit measure, this study applied the measures discussed. 

 

8.6 Model Modification and Re-Specification  

If the level of goodness of fit is poor, models can be improved by adding or 

deleting estimated parameters to/from the original model (Jorekog, 1993). In this 

research, modification indices between the constructs were applied for making 

modifications to the model. 
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Hipothesis Tests 

For the hypothesis tests, the level of statistical support for the principal 

relationships in the theory and the directions of these relationships were examined. 

All relationships between variables involved a single dependent variable. 

Therefore, the relationships are tested using t-tests (Hair et al., 2010; Sarantakos, 

1998). SEM methods provide standard errors and t-values for each coefficient that 

is estimated (Singh, 2002). At the conventionally accepted significance level of 

0.05, the critical value for the t-test is 1.96 (Wijanto, 2008; Gozali, 2011). If the t-

value obtained for a parameter is larger than this threshold value, the hypothesis is 

accepted. 

 

Modification Indices 

Modification indices (MI) were calculated for each non-estimated relationship as 

part of the SEM analysis output (Singh, 2002). The MI value corresponds to 

reduction in the chi-square estimate of the model that occurs if the suggested 

coefficient(s) are estimated. Conventionally, an MI value of 4 or greater suggests 

that a statistically significant reduction in the chi-square statistic would be obtained 

when the coefficient is estimated (Schumacker and Lomax, 1996; Hair et al, 1998; 

Holmes-Smith, 2000; Kline, 1998). 

 

Concluding Remarks 

This chapter has described in detail the design and conduct of an empirical study 

that obtained data in order to test the positions and hypotheses presented in the 

previous chapter. In essence, a survey research technique was used in the data 

collection process. At the outset, it was decided that wherever possible, the 

confirmatory approach to data analysis would be used. The development process of 

the measurement instrument started with derivation of the constructs of technology 

transfer. The areas relevant to support the key factor of technology transfer 

program were also included. Using the psychometric approach, measurement items 
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that encapsulated the core ideas of the constructs were developed. All constructs 

had multiple items, usually about three or four. 

 

The draft instruments were pretested with experts and then subjected to pilot 

testing with a sample of metal-based SMEs organisations. Since the pilot study 

involved a rather small sample size (n=30), tests such as those for reliability and 

validity were conducted. Eventually, the final measurement instrument was 

developed.  

 

In sum, the rigorous scientific process that was used to collect data provides 

sufficient confidence that the quality of the data is high and has been measured 

well (e.g. reliability and validity). This therefore provides confidence that the 

propositions and hypotheses of this thesis can be tested thoroughly and with 

accuracy. 
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